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AHHoTauuA

MpuHaTHe eBponeiickoro AkTa 06 UckyccTBeHHoM MHTennekTe (Al Act) 3akpenuno o6ssatenbHoe perynuposa-
HIe XXM3HEHHOTO LIMKNA CUCTEM UCKYCCTBEHHOTO MHTENNEKTA B EBPONEIiCKOM COt03e NpU COXPAHEHUM feNCTBUS
06Lero pernameHTa no 3aluTe JaHHbIX (GDPR). Cragus 06yueHns N-mopenei okasanach B 30He NepeceyeHns
ABYX PeXMmOB: AKT 06 I opueHTUpYeT yYacTHMKOB HA KAYeCTBO W Penpe3eHTaTUBHOCTb HABOPOB AaHHbIX,
ynpaBneHue puckamn 1 JOKYMEHTUPOBaHME npoLecca obyueHns, Toraa Kak O6LMit pernameHT 0 3alLuTe AaH-
HbIX (DUKCUPYET MPUHLMMBI NPABOMEPHOCTI, MUHUMU3ALMM, OTPAHUYEHIUS LeNnel U CPOKOB XPaHEHUs, @ Tak-
e NPefocTaBnseT Cy6beKTY NePCOHANbHBIX AAHHBIX KOMMAEKC rapaHTUA 1 CPeACTB 3aluTbl. B npakTueckmux
NPOEKTaxX 370 CO34AET PUCK OPUAMYECKN AedeKTHOTO 06yUeHus, KOTa CTPEMIEHIE K PENPEe3eHTAaTUBHOCTH pea-
nu3yeTcs yepe3 M36bITOUHbIN CHOP U NOBTOPHOE UCMONb30BAHNE AaHHbIX. CTaTba MCCNeayeT AONYCTUMOCTb U Op-
raHu3auno 06yueHus IN-mogeneil npn coBMeCTHOM npumeHeHnM Akta 06 N n 06Liero pernameHTa o 3awuTe
LaHHbIX. Llenb nccnegoBaHmus cocTouT B 060CHOBaHMM NPaBOBOM MOAENH, NO3BONAIOLLEN BLICTPOUTL COpa3Mep-
Hbl€ TEXHIYECKNE N OPraHM3aLNOHHbIE FAPAHTIN, COXPAHUTb KAUECTBO 06YYEHMS 11 OGHOBPEMEHHO 06eCneunTb
3aKOHHOCTb 06pabOTKM NEPCOHANbHbIX JAHHBIX 1 3aLNTY OCHOBHbIX Npas. MeToaonorns BKNOYAeT HOPMATUB-
HO-Z0TrMATMYeCcKui aHanu3 TpeboBanmi Akta 06 U k cucteme ynpaBneHus puckami 1 ynpasneHuIo JaHHbIMA,
COMnocCTaBneHue ¢ npuHumnamn 061ero pernamMeHTa 0 3aluTe JAHHbIX U NPOLESYPHBIMU UHCTPYMEHTaMI 06ec-
neyeHns 3aKOHHOCTI 06paboTKM, @ TAKKE CUCTEMATM3ALIMIO TUMOBbIX YNIPABNEHUECKNX apTedhakToB, NCNOMb3Y-
eMbIX NpK pa3paboTke 1 IKCNyaTaL i BbICOKOPUCKOBbIX N-cuctem. PesynbTatbl nccnefoBaHus NpeactaBneHbl
KaK COrnacoBaHHas MOfENb MOBEAEHUS YUACTHUKOB Ha CTapuu 0byuyeHunsi. 06OCHOBAHO NPUKNALHOE pa3rpa-
HuueHune «Ml-cucremar» u «N-mogenb»: cuctema KBANUGULNMPYETC KaK OPraHM3aLMoHHO-TEXHUYECKas 060-
NOYK], BKNOUAIOLLAS MOAENb, NHPACTPYKTYpY, MHTepdeicbl BBOAA 1 BbIBOAA, MOHUTOPUHT 1 B3aMMOAENCTBIE
C YEeNnOBEKOM, TOTfA KaK MOfeNb PacCMATPUBAETCA KaK anroputMUYeckoe A4po, 06YYeHHOE Ha AaHHbIX U Npu-
MeHsieMoe JiNs BbIBOAA PE3yNbTaToB; AAHHOE Pa3rpaHiNyeHne UCNOb3yeTca ANs pacnpeaeneHns 06s3aHHOCTeN
npoBangepa 1 NuL, BHEAPAIOWMX UM IKCAAYATUPYIOWMX cuctemy. MpefnoxeH MeXaHU3M COrnacoBaHus pe-
NPe3eHTaTUBHOCTM 11 AOCTOBEPHOCTI HABOPOB JAHHBIX C MPUHLMNIOM MUHUMU3ALMN Yepe3 AOKYMEHTUPYEMYI0
VHBEHTAPM3aLMI0 NPU3HAKOB, 060CHOBAHNE HEOOXOAMMOCTI KXLOT0 KNacca JAHHbIX W UCKIIOYEHNE Hepe-
NEBAHTHbIX aTPUOYTOB C OfHOBPEMEHHON OLEHKOW PUCKA KOCBEHHON AUCKPUMMHALMM. Pa3paboTaHa mogenb
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COPa3MepHOCTM 3aLUMTHBIX Mep, CBA3bIBAIOWAA BbIGOP MCEBAOHUMU3ALNM, AHOHMMU3ALIAN, ArPerupoBaHus,
CUHTETMYECKOW reHepaumuu U AndidepeHLnanbHoi NPUBATHOCTU C YYBCTBUTEIBHOCTBIO AaHHbIX, KOHTEKCTOM
UCMOMb30BAHNS U YPOBHEM PUCKA /i1 OCHOBHBIX NPaB, NOATBEPKAAEMbIM Pe3y/bTaTaMu OLEHKY BO3[eCTBUS
Ha 3aLUNUTY AAHHbIX 1 OLEHKM BO3/EICTBUS HA OCHOBHbIE NpaBa. CHOpMyNMPOBaH NPAKTUUECKUI KOHTYP Npa-
BOBOTO 06€CneueHNs XU3HEHHOTO LuKNa 06yueHus: NOCTaHOBKA LeNu 1 NpaBoBOrO OCHOBAHMS, OFpaHuueHme
MOBTOPHOIO UCMONb30BaHUSA HABOPOB AaHHbIX, KOHTPO/b OCTYNA U XXYPHANNPOBAHUE ONepaLAi, NPaBUNa Cpo-
KOB XpaHeHMs 1 yaaneHus, a Takxe npoLedypbl NepecMoTpa NapamMeTpoB 06YUeHNs 1 MOHUTOPUHTA NOCNE BHE-
ApeHus. MpeanoxeHHas MofieNb NOBbILIAET NPeACKkasyemMoCTb NPAaBONPUMEHEHIS U 331aeT BOCNPOU3BOAMMbIIA
nopsnaoK cornacoBanus Tpe6osaxuil Akta 06 NI u O6uwero pernameHTa o 3alLLuTe AaHHbIX HA CTaauU 06yueHus.

Knioyesble cnosa

I/ICKyCCTBeHHbIﬁ WHTENNeKT, o6yqeﬂme MoAaenn NCKYCCTBEHHOTO UHTeNNeKTa, NpaBoBoe perynnposaHue
nepCcoHanbHbIX AaHHbIX, MUHUMU3aLMA fAaHHDbIX, COPAa3MePHOCTb Mep, OﬁLI.WII?I pernameHT 0 3alluTe AaHHbIX,
PernameHT 06 NCKYCCTBEHHOM WHTENNEKTe, KoMnniaeHc, U3HEHHDIN umukn UK
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Abstract

The adoption of the EU Artificial Intelligence Act (Al Act) established mandatory life-cycle regulation of Al sys-
tems in the European Union while preserving the validity of the General Data Protection Regulation (GDPR). The
training stage of Al models has consequently become a point of intersection between two regulatory regimes:
while the Al Act emphasizes data quality and representativeness along with risk management and documenta-
tion of training processes, the GDPR sets out the applicable principles of lawfulness, data minimization, purpose,
and storage limitation, as well as providing data subjects with a set of safeguards and remedies. In practical
terms, this interaction creates a risk of legally defective model training due to the pursuit of representativeness
through excessive data collection and repeated re-use of personal data. This article examines the permissibility

2



Liuchposoe npaso. 2025
A. A. OnuchmpeHko | cnonb3oBaHne NepcoHanbHbiX AaHHbIX AN 06yueHuns Moaenen

and organization of Al model training under the joint application of the Al Act and the GDPR. The research sets
out to substantiate a legal model that enables proportionate technical and organizational safeguards while
preserving training quality and ensuring the lawfulness of personal data processing that respects the funda-
mental rights of data subjects. As well as combining doctrinal legal analysis of the Al Act requirements on risk
management and data governance with a comparative assessment of the GDPR principles and procedural tools
for ensuring lawful processing, the methodology involves a systematization of typical governance artefacts
used in the development and deployment of high-risk Al systems. The results are presented as an integrated
compliance-by-design model for actors involved in the training stage. A practical distinction between an “Al
system” and an “Al model” is substantiated: whereas an Al system is qualified as an organizational and technical
envelope comprising the model, infrastructure, input and output interfaces, monitoring, and human interaction,
an Al model is treated as the algorithmic core trained on data and used to infer outputs. This distinction can
be applied to allocate obligations between the provider and entities deploying or operating the system. The
proposed mechanism for reconciling dataset representativeness and accuracy with the GDPR data minimiza-
tion principle through a documented feature inventory is based on a necessity rationale for each class of data
and the exclusion of irrelevant attributes alongside an assessment of indirect discrimination risks. The choice
of safeguards (pseudonymization, anonymization, aggregation, synthetic generation, and differential privacy)
to data sensitivity, use context, and the level of risk to fundamental rights is carried out on the basis of a
proportionality model. This model is supported by the outcomes of a data protection impact assessment and
a fundamental rights impact assessment. Finally, a practical legal governance loop for the training life cycle is
formulated to cover the determination of the purpose and legal basis, limits on dataset re-use, access control
and logging, as well as retention and deletion rules, along with procedures for revisiting training parameters
and monitoring after deployment. The proposed model increases legal certainty and provides a reproducible
framework for aligning the Al Act and GDPR during the training stage.
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Beesenue

MpuuaTUe PernameHTa 2024/1689 06 nckyccteenHom untennekre (Artificial Intelligence Act, pa-
nee — AKT 06 II1)' 03HameHoBano nepexod EBpONenckoro corwsa OT AeKNapaTUBHOIO 3TUYECKOro
NnojxoAa K HOPMATUBHO-NPABOBOI IETaNN3aLMN KU3HEHHOTO LIMKNA CUCTEM UCKYCCTBEHHOTO UHTEN-
nekta (nanee — UN-cuctembl). B oTnnumMe OT NPEXHEro, NPenMyILECTBEHHO 3TUYECKOTO, AUCKYpCa
HOBbI aKT 3aKpennfaeT PUANUECKN 06a3aTeNbHble TPeGOBAHNA K NPOEKTUPOBAHMNIO, 06YUYEHNI0
W IKCMNYaTaLWN CUCTEM MCKYCCTBEHHOTO UHTENNEKTA NPU OAHOBPEMEHHOM COXPAHEHWUN AeCTBUA

' Regulation 2024/1689, of the European Parliament and of the Council of 13 June 2024 laying down Harmonised Rules on
Artificial Intelligence and Amending Regulations 300/2008, 167/2013, 168/2013, 2018/858, 2018/1139 and 2019/2144 and
Directives 2014/90/EU, 2016/797 and 2020/1828 (Artificial Intelligence Act), 2024 0.). (L 2024/1689) 1.
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06Lero pernameHTa 0 3aluTe JaHHbIX (General Data Protection Regulation, nanee — GDPRY. Yxe
B CT. 2(7) AkTa 06 WK NOJYEPKMBALTCA, UTO OH «HEe 3aTPAriBaeT U He YMEeHbLIAET» 06beM 3aLuTbl,
rapaHTUPOBaHHOM WHbIM 3aKOHOAaTenbcTBOM Col03a, Npexae Bcero GDPR, dopmupys ans yuact-
HWUKOB PbIHKA PEXWM JBOWHOW HOPMATUBHON NOAOTUETHOCTI®. B JOKTPUHE NpKU 3TOM NPOCMaTpuBa-
I0TCS MO MeHbLUEeR Mepe ABa KOHKYPUPYIOLLMX NOAXOAA: YacTb aBTOPOB NpefnaraeT paccMaTpuBaTh
AKT 06 U Kak lex specialis (cneunanbHoe perynupoBaHue no OTHOWEHMIO K 061ieMy pexumy GDPR)
[NA BbICOKOPUCKOBbIX CUCTEM (Hadwick, 2024, pp. 947-948; Kindt, 2025, p. 31) (cxogHas aprymeHrauma
BCTPEYAETCA M B NONUTUKO-NPABOBbIX aHANMUTUUECKUX MaTepuanax, ConpoBOXAAIoLNX 06CYKaeHNe
U npuHsTre AkTa 06 UI, rie oTaenbHo UKCMPYIOTCA PUCKM NepeceueHuin U KOHKYpeHLUN peryns-
TOPHBIX PEXUMOB); Aipyrue, HaNpOTMB, HACTAMBAIOT HA AaBTOHOMHOM 3HAUMMOCTY MPUHLMNOB 3a-
WNTbI AAHHBIX ¥ BOCNPUHUMAKOT AKT 06 U nuwwb KaK TEXHUYECKOE YTOUHEHUE YKe CYLLEeCTBYIOWNX
o6azanHocTein (Winau, 2023; De Hert & Hajduk, 2024, p. 292; van Bekkum, 2025, p. 2). ABTOp HacTo-
e paboTbl NPUAEPKUBAETCS NPOMEXYTOUHON NO3ULNN, UCXOASLLEN U3 HEBO3MOXHOCTU CBECTH
OfMH PEXUM K fipyroMy 63 noTepu CoAepaHms.

HopmaTusHas KOHCTpYKLus B3anmopencTauns Akta 06 VI n GDPR He MOXET 6bITb CBEIEH K poCTo-
My CyMMUPOBaHII0 06s3aHHOCTEIA. AKT 06 U1 hopmynupyeT yrnybneHHble TeXHUUECKIUe U npoLeccy-
anbHble Tpe6oBaHus (KaUeCTBO AaHHbIX, yIpaBneHue PUcKamu, OKYMeHTalMs, OLEHKa Bo3aeicTeu
Ha npasa), Tora Kak GDPR 3aKpennseT (yHAamMeHTanbHble NPUHLMMbLI 06PaBOTKM NepCoHabHbIX
AaHHBIX 1 apXUTEKTYpY NpaB cy6bekToB. HapyweHne nocnegHux cnocobHo NpeBpaTuThb Aaxe dop-
ManbHO BbICTPOEHHDII NPOLLECC 06yUeHNs MOAENN B OpUANYECKN AedheKTHbIN. XapaKTepHO, UTo aHa-
nuTnyeckne matepuansl® K Akty 06 U npsamo noguepkuBatoT: cobnogeHne camux no cebe Tpe6o-
BaHWIA JAHHOTO JOKYMEHTA He rapaHTUpyeT COOTBETCTBUA TpeboBaHNsM GDPRS, a oLeHKa BNUAHUS
NCKYCCTBEHHOTO MHTENNEKTa Ha 0CHOBHble npasa’ (Fundamental Rights Impact Assesment, nanee —
FRIA) B pa6oTax A. MaHTenepo 1 Apyrux aBTopoB PacCMaTpPUBAETCA Kak CaMOCTOATESbHbIA CNOCO6
KOHTPONSA, KaK OTAeNbHas NpoLefypa, BbIXOAAWASA 3@ PaMKK Cyry60 OLEHKM PUCKOB ANs 3aWuUTbl
NepcoHanbHbIX AaHHbIX U KOH(UAEHLUNANbHOCTH (Mantelero, 2024, p. 9; Kaminski & Malgieri, 2024,
pp. 314-315).

Haubonbliee HanpsKeHUe MeXAy ABYMA pexumamu NPosBASETCA Ha obyualolleil cTaguu, rae
CX0AATCA NPOTUBONONOXHbIE METOAONOrMUECKIMEe BeKTOPbI. C 0fHON CTOPOHDI, CTaTbs 10 AkTa 06 1N
3aKpennseT MMNepaTuB BbICOKOKAUYECTBEHHDBIX, PENPe3eHTaTUBHbIX W, N0 BO3MOXHOCTU, CBOOOA-
HbIX OT OLWKMGOK 06yuatoLKUX HabopoB Hapsaay € 06S3aHHOCTbIO NPOBaiaepa BHEAPATb NpoLeaypbl

2 Regulation 2016/679, of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons
with regard to the Processing of Personal Data and on the Free Movement of Such Data, and repealing Directive 95/46/EC
(General Data Protection Regulation), 2016 0.J. (L 119) 1.

3 Artificial Intelligence Act, 2024 0.). (L 2024/1689) 45.

¢ Voss, A. (2022). Better regulation: Potential legal overlaps & contradictions with other laws. European Parliament.
https://www.axel-voss-europa.de/wp-content/uploads/2022/03/AVoss_AIA_BetterRegulation.pdf

5 European Data Protection Board. (2024) Statement 3/2024 on data protection authorities’ role in the Artificial Intelligence
Act framework. https://www.edpb.europa.eu/system/files/2024-07/edph_statement_202403_dpasroleaiact_en.pdf

7 Top ocHosHbiMyu npasamu (“fundamental rights”) noHumatoTca npasa v cBo60/bI, 3aKpenneHHble B XapTun EBponeicko-
ro C0l03a 06 OCHOBHbIX NIPaBax, TO CTb B HAAOTPACNEBOM CTAHAAPTE 3aLMTbl IMYHOCTY B NpaBonopske EC, oxaTbiBalo-
LM, B YACTHOCTH, JOCTOUHCTBO, CBO6OAbI, PABEHCTBO 11 CONMAAPHOCT, @ TakXKe NPaBa rPaxaaH U rapaHTUN NPaBOCYANS;
B 3TOM 3HAUE€HUI TEPMUH UCMONb3YETCA U B KOHTeKCTe perynuposanus UI. Cm.: Charter of Fundamental Rights of the
European Union, 2012 0.J. (C 326) 391.
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BbISIBNIEHUS M KOPPEKLMM anropuTMUUeckux cmellenni. C apyroin ctopoHbl, GDPR kBanuduumupyet
N06Y10 3arpy3Ky AaHHbIX B MOAE/b MCKYCCTBEHHOTO MHTeNeKTa (nanee — I-mogenb) kak 06paboTky
NePCOHaNbHbIX AAHHBIX U NPEANMCbIBAET NPUHLMN MUHUMU3ALMN: 06PabaTbiBaTh MWL Te AaHHbIE,
KOTOpble «afieKBaTHbI, PeNeBaHTHbI U OrPaHNYEHbl HEO6X0AUMbIM AN Lener, AN KOTOPbIX OHN 06-
pabatbiBatotcs» (cT. 5(1)(c) GDPR)E. 3aech BaXHO OTMETUTb, UTO TPEHOBAHNE Penpe3eHTaTUBHOCTY
(hakTUuecKn pa3mbiBaeT NPaBUNO MUHUMU3ALMM U CMOCOBCTBYET pPaclMPEHN0 MacCUBOB AAHHDbIX,
TOrfa Kak Jpyrue UccnefoBatenin npeanaraloT paccMaTpuBaTh 3T TPe6OBaHUA Kak KOMNeMeHTap-
HbIe MPY YCNOBUY CTPOTOro PUCK-OpUEHTUpOBaHHOro noaxona (risk-based approach) v npospaunoit
[IOKyMEHTaLMm 06 MCTOYHUKAX 1 O CTPYKTYpe aatacetos’® (Paullada et al., 2021, pp. 1, 4, 10)". B HacTo-
Alen pabote MUHUMU3ALMA U PENPe3eHTaTMBHOCTb PACCMATPUBAIOTCA He KaK aBTOMATUUeCKM CO-
FNAacoBaHHble MPUHLMMBI, A KAK HANPAKEHHAA CBA3KA, TPEOYIOWAs AONONHUTENbHBIX FAPAHTUIA: NIPO-
Lienyp OLEHKM BO3[ENCTBIA Ha 3aLUMTY AAHHbIX (Data Protection Impact Assessment, danee — DPIA),
Ha 0CHOBHble npaBa (FRIA), BeieH!a BHYTPEHHEr0 XypHana MuHummusaumun (060cHoBaHMe BKoYe-
HMA KQXKZOTO KNacca aTpubyToB 1 CPOKOB XpaHEH!s) N OTPAHMUEHNIA Ha BTOPUUYHOE UCMONb30BaHME
06yuaroLnX, BaNUAALNOHHbIX 1 TECTOBbIX HAOOPOB NEPCOHANbHbBIX JAHHBIX U UX NPOM3BOAHbIX BEp-
cuii (BKNiOUan 06bEANHEHHbIE AATaceTbl U NOBTOPHO pasMeyeHHble BbI6OPKM) BHE NepBOHAYaNbHO
3asIBNEHHbIX Lieneil 06yueHus.
Bo3HMKaloWas KONNNU3Ns MMeET Mo MeHblueil Mepe Tpy acnekTa:

1) BOMPOC 0 AONYCTUMOM 06beMe U CTPYKTYpe BbIGOPKY, HEO6XOAUMON A HUBENNPOBAHNA Npe-
B3ATOCTU 6€3 yTpaTbl COPAa3MePHOCTM 06pabOTKY;

2) npaBoBas cyab6a NOBTOPHOI M NEPEHOCHOI NepepaboTKi, KOraa UCXOAHbIE MONb30BaTENbCKIE
[aHHble NpUMeHeHbl AN NepBOHAYanbHOTO 06yueHus, a 3aTeM NPUBNEKAKOTCA AN UHBIX Lenei,
BK/TI0YAs LONONHUTENbHOE 06yyeHne™ n nepeHoc obyueHua™

3) COpa3MepHOCTb TEXHUYECKUX N OPraHU3aLMOHHbBIX Mep KaTeropun pucka MOeNi C yuetTom
AnddepeHLmaLmm cornacHo Ct. 6, 7 Akta 06 N no ypoBHAM KPUTUUHOCTM U OLEHKN THXe-
CTV BO3/eCTBIUA HA OCHOBHble npasa (Malgieri & Santos, 2025 pp. 3, 7; Novelli et al., 2024b,
pp. 1-2, 21)".
0Oco60oe 3HaueHune umeer ctarbs 10(5) Akta 06 U™, gonyckalowas UCKNIUUTENbHYI0 06paboTKy

CneLmManbHbIX KaTeropui NepCcoHabHbIX AAaHHbIX NPU Pa3paboTke 1 NPOBEPKE BbICOKOPUCKOBLIX CH-
CTeM NULUb B TOI Mepe, B KaKOI 3T0 CTPOro HEOOXOAMMO ANA 06ecreueHns BbIABNEHUS 1 KOPPEKLUM
BO3MOXHbIX Npeps3ATocTeit (biases)™ B 06yualowyx, BaMAALUOHHBIX U TECTOBbIX HABOPAX AAHHbIX

&  General Data Protection Regulation, 2016 0.J. (L 119) 35. Cm. 06 3ToM: International Organization for Standardization. (2022).
ISO/IEC 27001:2022: Information security, cybersecurity and privacy protection — Information security management sys-
tems — Requirements. https://www.iso.org/standard/27001

° B opuruHane — “dataset governance”, 4o 03HauaeT yNpaBneHNe XIHEHHBIM LiKNOM HABOPOB AAHHbIX.

©  Niemiec, E., Davis, P, & Hauglid, M. (2024). Will the EU Al Act help to eliminate dataset bias in medical AlI? SSRN.
https://doi.org/10.2139/ssrn.5045561

" B nepBouCTOuHuKe “fine-tuning” xapakTepuayeT f006YUeHNEe MOAENN HA HOBBIX AAHHBIX, B TOM YUCE HA CNeLManu3npo-
BaHHbIX BbIGOPKAX, CBA3AHHBIX C KOHKPETHON LieNeBoil 3afaueil.

2 Bopuruxane “transfer learning” noppasymeBaeT MCnonb3oBaHue 3apaHee 06y4eHHOM MOfIENN B HOBOM KOHTEKCTE.

B Artificial Intelligence Act, 2024 0.). (L 2024/1689) 53-55.

% (Cm.: Ibid, at 58.

B Cm.: Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57-58. To ecTb “biases”, ynoMaHyTbIX B JaHHOIA CTaTbe AKTa, KOTOpbIe
CnIeayeT NOHUMATh KaK CUCTEMATIUECKYI0 NPEAB3ATOCTb (CMelleHme), BOSHUKAIOWYIO B AAHHbIX AN B Pe3ynbTaTax (yHK-
LMOHUPOBAHNA MOZENM BCNeACTBUE NepeKoca NPeACTaBUTeNbCTBa OTAEMbHBIX FPYNM, KauecTBa U NOMHOTbI MPU3HAKOB,

owWN60K pa3meTky, BbI6Opa KpUTepueB oT60pa 1 MHbIX (haKTOPOB, BNMAIOLMX HA pacnpeaeneHmne AaHHbIX.
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B pamKax Npoueayp ynpasneHns AaHHbIMM, NpefycMoTpeHHbix ctatbeit 10(2)(f)-(g) Akta 06 U™,
npu ycnoBun cobMiofeHns YCTAaHOBNEHHbIX AaHHON HOPMON rapaHTui. HopMa, OpUeHTUPOBAHHAs
Ha CHWKEHME PUCKA AUCKPUMUHALMM W WHbIX HeBNaronpusTHbIX 3(eKToB, OJHOBPEMEHHO 06-
OCTPAET AUNEMMY NPABOMEPHOCTI 06paboTku: cTaTbs 9 GDPRY 3akpennseT obwuit 3anpeT Ha obpa-
6OTKY CrieLanbHbIX KaTeropuit NepCcoHanbHbIX AaHHbIX, TOTAA KaK CTaTbs 10(5) AkTa 06 WI1* BBOAUT
Y3KOLeNeBoe WUCKKYEHNe, CONPSXEHHOe C 06A3aHHOCTAMM MO BbIABNEHWIO U CHIDKEHUIO CMeLle-
HWA 1 JONONHEHHOE TPe6OBAHNSMN: 060CHOBATL HEBO3MOXHOCTb AOCTVDKEHNS LeNN NOCPEACTBOM
06pabOTKM MHBIX AaHHDBIX, BKNOYAA CUHTETUYECKNE WA AHOHUMU3UPOBAHHDIE; MPUMEHATb COBpe-
MeHHble Mepbl 6e30MacHOCTM 1 3aLMTbl JAHHbIX, BKIKOYas NCEBLOHMMU3ALIMIO; OFPaHUYMBATD MO~
BTOPHOE WUCMONb30BaHUE W nepefauy TPeTbUM NULAM, a Takke obecrneunsatb KOHTPONb AOCTyna
1 JOKYMEHTUPOBaHWE OnepaLnit; YAanATb COOTBETCTBYIOLLME AHHbIE NOCTEe JOCTUKEHNS L Kop-
PeKLMM CMeLLeHI NGO N0 UCTEUEHNN CPOKA XPaHEHNS. B LOKTPUHE AaHHAA KOHCTPYKLMSA 06Cyxaa-
eTCA KaK BOnpoc 0 TOM, NPeACTaBAeT N YKa3aHHOE UCKI0UYeHe AoNYCTUMOe TOUeUHOE CMATYEHNe
3anpeta ctatbit 9 GDPR™ unu, HanpoTUB, CO3/AET PUCK «NON3yuero paciumperus» (function creep)?,
NPy KOTOPOM CCbINIKA HA YCTPAHEHUE CMeLLeHN (DaKTUYECKI NernTUMIPYET YCTONUMUBYHO 06PABOTKY
yyBCTBUTENbHOI MHOpMaumn (van Bekkum, 2025, pp. 3, 7-8).

B oTcytcTBME YHUMDULMPOBAHHBIX METOAMUECKUX pa3bsCHEHUA EBPONENCKONM KoMUCCUM
1 EBPONencKoro ynpaBneHus UCKYCCTBEHHOTO WHTENNEKTA CTeneHb HeonpeaeneHHoCT! yCunuBaeT-
€A HeflaBHUMI NO3ULMAMUN HAI30PHbIX OPraHoB. TaK, B 3aKnoueHnn 28/2024 EBponelickoro coBeTa
Mo 3alnTe AaHHbIX NOAYEPKUBAETCS, UTO NPUHLNAN MUHUMU3ALNKA «B MOAHOM 06bEME NPUMEHUM
K pa3paboTke 1 pa3BepTbIBAHMIO MOLENEN» N UTO KPYNMHOMACIITAOHbIA Be6-CKPENMUH, T. €. aBTOMATH-
3MPOBaHHbIIA COOP AAHHDBIX C BEG-CANTOB C MOMOLLbHO MPOTPAMMHbIX CPEACTB, HE MOXET aBTOMATMYe-
CKY ONUPATbCA HA UCKNIOYEHMUE 3 MHAOPMALMOHHON 0653aHHOCTI NO CT. 14(5)(b) GDPR?. Tem cambIM
NOATBEPXKAAETCA, UTO UCTOUHMKN AAHHBIX AN 06yUeHUs TPEOYIOT MHANBUAYANbLHON OPUANYECKON
OLL€HKM, @ MaCcCoBbIi NOAX0A, NPEANONaratoLMin 3arpy3ky 60NbLINX MACCUBOB iaHHbIX 6€3 pa3bopa,
He COOTBETCTBYeT CTaHAapTam GDPR. B nutepatype yka3aHHble BbIBOAbI NMOMYYAOT HEOJHO3HAUHYIO
nHTepnpetaumio. C OfHON CTOPOHbI, OHW PACCMATPUBAKTCA Kak NOATBEPXAEHUE TOTO, YTO Tpe6o-
BaHusA AkTa 06 Ui/l He NOAMEHSAT U He YCTPAHAIT aBTOHOMHYI0 NPUMEHUMOCTb GDPR: NpuHLMNbI
GDPR 1 cBA3aHHble OLEHOYHbIe NpoLieaypbl COXPaHAIT CAMOCTOATENIbHOE 3HauUeHue napannenbHo
nHCTpyMeHTam AkTa 06 UI, Bkniouas FRIA (Mantelero, 2024, p. 4; Malgieri & Santos, 2025, pp. 1-2)2.
C Apyroli CTOPOHbI, Te e NONOXEHUS ONUCHIBAIOTCA KAK NPOABAEHNE CTPYKTYPHOM He3aBepLUeHHO-
CTW MHOTOYPOBHEBOTO PerynnpoBaHins, B paMkax KOTOPOro METOA0NOTUMN OLIEHKN PUCKOB 1 KOHTYPbI
npaBonpuMeHeHNs elle oOpMUPYIOTCA Uepe3 CTaHAAPTU3aLMIo, MOA3AKOHHbIE aKTbl U PYKOBOACTBA,

% Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57.

7 General Data Protection Regulation, 2016 0.J. (L 119) 38-39.

' Cm.:Ibid, at 58. B akTe “state of the art” noOHMMAETCA Kak COOTBETCTBYIOLLME BbICLIEMY YPOBHIO PA3BUTUS TEXHUKIA M NPAKTUKN.

¥ General Data Protection Regulation, 2016 0.). (L 119) 38-39.

»  (m. European Data Protection Board. (2020). Guidelines 05/2020 on consent under Regulation 2016/679.
https://www.edpb.europa.eu/sites/default/files/files/file1/edpb_guidelines_202005_consent_en.pdf. Mog “function
creep” B JaHHOM KOHTEKCTE CTIeAyeT MOHNMATb PUCK NOCNeAYIOLIEro NCNoNb30BaHNA NePCOHaNbHBIX AaHHbIX AN AoNoN-
HUTENbHDbIX 33y, BbIXOASALLAX 33 NPefenbl NePBOHAYANbHO 3aABNEHHON Lenn 06paboTki.

2 European Data Protection Board. (2024). Opinion 28/2024 on certain data protection aspects related to the processing of
personal data in the context of Al models. https://www.edph.europa.eu/system/files/2024-12/edph_opinion_202428_ai-

2 (m. Takxe: Niemiec, E., Davis, P, & Hauglid, M. (2024). Wil the EU Al Act help to eliminate dataset bias in medical Al? SSRN.
https://doi.org/10.2139/ssrn.5045561

6 ARTICLES


https://www.edpb.europa.eu/system/files/2024-12/edpb_opinion_202428_ai-models_en.pdf
https://www.edpb.europa.eu/system/files/2024-12/edpb_opinion_202428_ai-models_en.pdf

Liuchposoe npaso. 2025
A. A. OnuchmpeHko | cnonb3oBaHne NepcoHanbHbiX AaHHbIX AN 06yueHuns Moaenen

yYTO 06BEKTMBHO NPEANONaraeT COCYLeCTBOBAHUE U KOHKYPEHLMIO HECKOMbKIX MOAEeNei KOMNAeH-

ca u enforcement-npaktuk (Novelli et al., 2024b, p. 1; Soderlund & Larsson, 2024, p. 2; van Bekkum &

Zuiderveen Borgesius, 2023, p. 2).

Yka3aHHble 06CToATENbCTBA (POPMUPYIOT AP0 NPOHAEMHOrO MO HACTOALLEr0 MCCNENOBAHUA.
Ero HayuHas HOBM3Ha 06YCNOBNEHA TeM, UTO, BO-NEPBbIX, TPAHCTPAHNYHAA LU(POBas IKOHOMMKA
HYXAETCA B ONEPATUBHbIX, HO PULUYECKM BbIBEPEHHBIX METOAUKAX MOLTOTOBKM 06yyakoLL X Habo-
POB 11 JOKYMEHTUPOBAHMSA PELIeHIIn HA 06YYAIOLLEN CTaANN; BO-BTOPbIX, CYLLECTBYIOWAN NUTepaTypa
NpenmyLLecTBEHHO KOHLEHTPUPYETCA NUB0 Ha JOrMaTUUYeCKOM aHanu3se Akta 06 NI u ero Tunosbix
CXeMmax NpaBonpuMeHeHUs 1 Haa30pHoIA npakTuku (enforcement patterns), W60 Ha TPAANLMOHHBIX
BOMPOCAX 3aWNTbl NEPCOHANMbHBIX JAHHbIX, He NpeAnaras CMHTE3MPOBAHHOW MOAENN COTNacoBaH-
HOTO NMpUMeHeHUs 060MX aKTOB B 06nacTW pa3paboTku u skcnnyatauun UN-cuctem. OTaenbHble
MOAXOAb! K OLEHKe BO3[eNCTBUA HA npasa uenoseka (FRIA), K ynpaBneHnio Habopamm AaHHbIX
yepes NpaKTUKKM ynpasneHus AaHHbIx (data governance) u JOKYMEHTUPOBAHME PELIeHNA Ha CTadu-
X (hopMUPOBAHUSA M UCMONb30BAHMSA ATACETOB, A TAKXKE K NOArOTOBKe npoBepsemoi (audit-ready)
TEXHNUECKON [IOKYMeHTaLu ANa Lienei komnnaexca no Akty 06 I (Mantelero, 2024, p. 4; Paullada
etal., 2021, pp. 1,7, 10; Sovrano et al., 2025, pp. 1, 4) NOKa He CBefieHbl B eNHYI0 NPABOBYI0 KOHCTPYK-
o obyueHus UN-mopenen?.

Llenb nccnenoBaHuns coCToUT B 060CHOBaHMM M ONUCAHIMI LLENOCTHOI NPABOBOIA MOAENM JONYCTU-
MOro 06yueHuns Mogenei NCKYCCTBEHHOTO MHTeNNeKTa, 06ecneunBatoLel COrnacoBaHHoOe NpuMeHe-
Hue Akta 06 N 1 GDPR npu coXpaHeHUM KauyecTsa 1 3aKOHHOCTW 06yueHus.

[inf [OCTMXKEHNA Lenn CTaBATCA CneayloLme 3afaun:

1) 0603HauMTb NPABOBbIE KOHTYpbI CTagnM 06yueHna NIA-mogeneii, BbIABUB HOPMATUBHYIO Crewu-
UKy 1 KOHKypUpytoLwme perynsatopHble BekTopbl AkTa 06 U u GDPR, BKAOYas aHanu3 Katero-
puit cy6beKTOB, UX 063aHHOCTEN U IOPUANYECKOTO 3HAUEHUS TEPMUHOB «MOAEMbY, KCUCTEMAN,
«00yyaloLLmMe AaHHbIE», «MpefHAa3HAYEHHASN Lenby;

2) npoaHanu3MpoBath TpaHCOpMaLMI0 MPUHLMNA MIUHMMU3ALLAN JAHHBIX B YCIOBUAX NOTPEBHO-
CTI B 6ONbLIMX U penpe3eHTaTUBHbIX 06yyaloLwmx Habopax 1 CBA3aTb ee C TPe6OBAHUAMN K Kaue-
CTBY AaHHbIX 1 NPeAoTBPaLLEHUI0 ANCKPUMUHALIUN;

3) cchopmynupoBaTb HOPMATUBHYI0 MOAEb COPA3MEPHOCTM 3aLUTHBIX Mep, COMOCTaBMB MOMNOXe-
Hua (CT. 6-7, 9 1 10) AkTa 06 NN (pUCK-OpUEHTUPOBAHHDIA MOAXOA K ynpasneHuio puckamu Nn-
cucTem) U cT. 25 GDPR? ¢ yueTom pe3ynbTatos FRIA;

4) NpeanoXUTb NPUKNAAHYI0 CXeMy KOPNOPATUBHOTO KOMMMAEHCA MO CTaAUAM XM3HEHHOrO LKna
-mogenn (c6op AaHHbIX, NOArOTOBKA, 06yueHUe, pa3BepTbiBaHNE, MOHUTOPUHT), 06beanHAI0-
Lwyto Tpe6oBaHUA 0601MX pernamMmeHToB 1 NO3BONAIOLYI0 Peanu3oBaTb UX HA YPOBHE NpoLeayp
1 JOKYMEeHTaLuu.

[paBoBble KOHTYPbI 00y4eHus UN-mMozenu

CprKTypI/IpOBaHME NnpaBOBOro nonsd, B KOTOPOM (byHKLLMOHI/Ipy}OT NPaKTUKN OﬁyquMﬂ NCKYCCTBEH-
HOTO WHTENNEKTa, HEBO3MOXHO 6e3 npeaBapuTenbHOro pasrpaHnyueHunsa ypOBHGI;I pernameHTalun

Z (M. 06 31om TaKxKe: Siddik, M. (2024). Datasheets for healthcare Al: A framework for transparency and bias mitigation. OSF
Preprints. https://doi.org/10.31219/0sfio/69ykb

% Artificial Intelligence Act, 2024 0.). (L 2024/1689) 53-54, 56-58.

% PernameHTUpYIOLLYIO 3aLUTY NePCOHAbHBIX AAHHbIX MO 3aMblCny 1 N0 yMonuaHmio» (data protection by design and by

default). Cm.: General Data Protection Regulation, 2016 0.). (L 119) 48.
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1 YTOUHEHMA NOHATUIHOO annapata. CTatbs 2 AkTa 06 U1 npsAmMo 3aKpennseT, uTo ero npuMeHeHne
«He 3aTparnBaeT W He YMeHbLUAET» rapaHTui, yCTaHOBNEHHbIe MHbIM NpaBom COK03a, Npex/ae BCero
GDPR?, Tem cambiM (hOPMMpPYETCA KOHCTPYKLMA ABOHOTO perynupoBaHus: AKT 06 N 3agaet cneuy-
anbHbIA PEXUM Ans BbICOKOPUCKOBbIX U-cncTem, a GDPR 0CTaeTcs ropu3oHTaNbHON HOPMOI BCEO6-
LLero AeiCTBMSA, oNpeaensiollen NpUHLMNLI 06paboTKKM NePCOHANbHBIX fAHHbIX M NPaBa Cy6beKToBY,

MpUHUMN HEeCHWXaeMocTh CTaHAaptoB GDPR npeBpalliaeT OTHOWEHUA Mexay [BYMS aKTami
He B K/accuueckyo nepapxuio «obuuee — cneunanbHoe», a B MOAeNb COMMacoBaHHOIO NPUMEHeHUS:
BbINONHEHWe npoueayp, npeaycmoTpeHHbix AkTom 06 NI, He 0cBO6OXAAET OT ClefoBaHNA NPUHLM-
Nnam 3aKOHHOCTW, MUHUMU3ALLUM W LIeNEeBOro OrpaHnueHmns 06paboTkm. Nlo6oe TEXHUUECKN KOPPEKT-
Hoe UcnonHeHue TpeboBaHuii AkTa 06 U, He onupalolieecs Ha NPUHLMNLI GDPR, MOXET 6bITb KBa-
nMULMPoBaHO Kak lopuanyeckmn fedeKTHoe. 3T0 yKe OTPAXKAETCH B NPAKTUYECKMX PYKOBOACTBAX
no KOMNNaeHcy B cepe UCKYCCTBEHHOTO WHTENNEKTa®, rae OTAENbHO NOAYEPKMBAETCA HEOOX0AM-
MOCTb COBMELLATb PUCK-OPUEHTUPOBAHHbIN NOAXO0A K ynpasnexuto UN-cuctemamu 1 oLeHKy Bo3aeil-
CTBUS HAa OCHOBHbIE Npasa.

BHYTpM 3TOI KOHCTPYKLMM KNKOUEBbIM CTAHOBUTCS BOMPOC O KAaTeropusix NPaBoBblX 06A3aHHO-
cTei. AKT 06 111 ycTaHaBnuMBaeT cneayiollme YpoBHU Tpe6OBaHNI, afipecoBaHHbIX NPEX[e BCEro npo-
Bailiepam 1 MMnopTepam BbICOKOPUCKOBBIX CUCTEM:
= ynpasnenue puckamu (ct. 9)%;
= yNpaBNeHune JaHHbIMM: KAYeCTBO, TPONCXOXAEHNE, TOUHOCTb, 6e30nacHoCTb (cT. 10)%%
= TexHuueckas gokymentauus (ct. 11)%
= BefeHue PerncTpaLnoHHbIX XypHanos (record-keeping) (ct. 12)%
= MPO3PauHOCTb U UHCTPYKUMK ANA nonb3osatenei (transparency and instructions) (ct. 13-14)%

u Aap.

T HoOpMbl (haKTUYECKM NepeHOCAT KNaccuueckne MexaHWU3Mbl GE30MacHOCTU MPOAYKLMK
(product safety) u3 cepbl TEXHUUECKOTO perynupoBaHna B 061acTb anropUTMIYECKON MHKEHEPUU.
GDPR, HanpoTuB, Hanaraet 0693aHHOCTM B 3aBMCMMOCTI He OT PO/K B LENOYKE NOCTABOK, a OT ()akTa
06pabOoTKM NepcoHanbHbIX JAHHBIX*. B COBOKYMHOCTM 3T0 06pa3yeT Mampuuy omeéemcmeeHHOCMU,
rae Kaxaas Crafns XuU3HeHHoro uukna MN-cuctembl COOTHOCUTCA C ABYMA Habopamu HOpM — AKTa
06 W11 1 GDPR, a TaKke C BHYTPEHHUMIA CTAaHAAPTAMM YNIPaBNEHNA puckamu u kauectsom (Soderlund &
Larsson, 2024, pp. 10-11).

MpumeuatenbHo, uto B cT. 3(1) AKTa 06 11/l BnepBble 3aKpenneHo HOPMaTUBHOE OnpefeneHne
NN-cuctembl: mawmnHHas cuctema, paspabotaHHas ans paboTbl C pasnuUHbIM YPOBHEM aBTOHOM-
HOCTW M CNOCOBHas, ANs ABHBIX UN HEABHBIX LieNel, BbIBOAMMbBIX YeSI0BEKOM, FeHepupoBaTh pe-
3ynbTaTbl B BUAE NPOrHO308B, PEKOMEHAALMIA NN PeLieHni, BAUSIOWNX HA CPeay, C KOTOPOI OHa

% Artificial Intelligence Act, 2024 O.). (L 2024/1689) 45.
7 De Luca, S. (2025, February 26). Algorithmic discrimination under the Al Act and the GDPR. European Parliament.
https://www.europarl.europa.eu/thinktank/en/document/EPRS_ATA(2025)769509

®  |bid. at 56-57.

% 1bid. at 57-58.
% Ibid. at 58.
2 |bid. at 59.

3 |bid. at 59-61.
% (06 3T0M CM., B 4aCTHOCTH, Cnefytolme nonoxexus GDPR: ct. 5(1)(c), 6, 9, 12-23, 35 (General Data Protection Regulation,
2016 0.). (L 119) 35, 36-37, 38-39, 39-47, 53-54).
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B3aMMofeincTBYyeT . Kak cnefyet u3 coobpaxeHns 12 npeambynbl, noHatne UN-cuctembl B AkTe
06 NI koHCTpyupyeTcs YHKLMOHANbHO, BOKPYT CMOCOGHOCTI CUCTEMbI OCYLLECTBAATb aNropuT-
Muueckuit BbiBOJ (inference)”, a He BOKPYr KOHKPETHOTO CeMeiiCTBa TeXHONOruii. B cepy pery-
NIMPOBAHMA BKIKOYAKTCA KaK NOAXOAbl MALWMHHOMO 06yueHns®, obyuatowmecs Ha AaHHbIX, TaK
W NOTMKO- U 3HaHWe-OPUEHTUPOBAHHbIE MOAXOAbl (CMMBOMbHbIE/IKCMEPTHbIE MeTofbl), TOraa
Kak «bonee Npoctoe» TPAAMLMOHHOE NPOrpaMmMHOe obecneyeHne, OCHOBAHHOE WUCKNIOUUTENb-
HO Ha npaBunax, 3aflaHHbIX YeNOBEKOM AN aBTOMATMUECKOTO UCMONHEHUs OnepaLyil, U3 oXBaTa
ncknouaetca. lononHUTENbHO, COTNACHO 3aKNoueHo 28/2024 EBponeiickoro coBeta no 3aluTte
JaHHbIX, NOANAAAIOT TAKKE 1 HeMPOCeTeBble aPXUTEKTYPbI, HO 11 CUCTEMBI, OCHOBAHHbIE Ha 3apaHee
3aaHHbIx npasunax (rule-based systems), craTucTUuecKMe anropuTMbl i TMOPUAHbBIE PeLIeHns®.
OYHKLMOHANbHO-0PUEHTUPOBAHHbIN NOAX0A CMELIAET aKLUEHT C KOHKPETHON TEXHONOMMN Ha pe-
3YNbTaT U KOHTEKCT UCMOMb30BAHUS, YTO MPUHLUNUANBHO ANS NPABOBOr0 aHaNU3a 1 OLEHKN puc-
KOB; AeTEPMUHUPOBAHHOE NPOrPaMMHOE 0becneyeHne 06Lero HasHaueHus Npu TOM BbIBOAMTCA
3a npegenbl feNCTBUA aKTa.

Takoe HOpPMATUBHOE KOHCTPYMPOBaHWE WMEET [Ba CYLECTBEHHbIX CNeacTBus. Bo-nepsblx, Bce
npoueaypbl 06yueHns (HauanbHoe obyuenue (initial training), nepeobyuenne (retraining), n006yue-
HUE MO/IENN Ha HOBbIX JaHHbIX) NPAMO BK/IOUAITCA B XKU3HEHHbINA KN N-cucTembl 1 paccmarpu-
BalOTCA Kak 06beKT perynuposatus Akta 06 UIA. Bo-BTopblix, cTatba 3 Akta 06 U1 BBOAUT KaTeropuu
«obyualolme», «NPoOBEPOUHbIE» U «TecToBble AaHHblex (training, validation u testing data), akueH-
TUPYA TPEBOBAHMSA K UX KQUEeCTBY, penpe3eHTaTUBHOCTI 1, MO BOSMOXHOCTH, CBO6OAE OT OLWIMOOK'.
3TN XapaKTepUCTMKI HEeNOCPeACTBEHHO CBA3aHbI C 0653aHHOCTbIO NpoBaiiaepa no cT. 10 Akta 06 UK
BbIABNIATH M YCTPAHATH CMeLLEHMA B Habope faHHbix (dataset bias)”, T. e. CTPYKTYPHYIO NPeAB3ATOCTD,
Hanpumep HeAoONpPeACTaBAEHHOCTb OTAEMbHBIX FPYNN UAKU UCNONb30BAHNE YCTApeBLUX NATTEPHOB
noBefieHus, 1 CBA3bIBAIOT YNpaBNeHIe AaHHBIMU C MPUHLMMOM HeUCKPUMUHALNN U 3alLuToN dyH-
fameHTanbHbix npas (van Bekkum, 2025, p. 7).

Ha 3Tom hoHe 0co60e 3HaueHne NpuobpeTaeT pasrpaHNnyeHne NOHATUI «CUCTEMA UCKYCCTBEHHO-
ro untennekta» (M-cuctema) n «mogens MCKYCCTBEHHOIO UHTENneKTa» (MN-mopensb). MN-cucrema

% Artificial Intelligence Act, 2024 0.). (L 2024/1689) 46.

% |bid. at 4.

7 Inference — BbiBOA (MHEpeHC), TO ecTb CNOCOBHOCTb WN-CUCTEMbI «BLIBOAWTBY, KaK CTEHEpPUPOBATb Pe3y/bTaTbl
(MPOTHO3bI, PEKOMEHAALMN UMK PELEHNS) HA OCHOBE BXOAHbIX AAHHBIX 11 LENel, 33aHHbIX YenoBekoM. Nnu paccyxae-
Hue, C NOMOLLbIO KOTOPOrO AenatoTcs BbIBOAbI N0 N3BECTHbIM Npeanocbinkam. Cm.: GefepanbHoe areHTCTBO NO TeXHNYe-
CKOMY perynupoBanmio u metponoriu (Pocctangapr). (2024). FOCT P 71476-2024 (MCO/M3K 22989:2022). WckyccmeeHHbili

3 Machine learning — npouecc aBTOMAaTUUYECKOT0 06YUEHNS U COBEPLIEHCTBOBAHNA NOBEAEHMUS CUCTEMbI MCKYCCTBEHHOTO
WHTENNEKTa Ha 0CHOBe 06paboTKM MAcCcMBa 06yYalOLLMX AAHHbIX 6€3 ABHOrO nporpammupoBatus. CMm.: GegepanbHoe
areHTCTBO M0 TEXHUUECKOMY PErynupoBanuio n metponoru (Pocctangapr). (2021). FOCT P 59895-2021. TexHomoauu uckyc-
CMBeHH020 UHMenekma 6 06pasosaHuu. O6uue nonoxeHus u mepmuronoaus. https://rst.gov.ru:8443/file-service/file/
load 1682520552039

®  European Data Protection Board, Opinion 28/2024 on Certain Data Protection Aspects Related to the Processing of
Personal Data in the Context of Al Models (Dec. 17, 2024), https://www.edpb.europa.eu/system/files/2024-12/edph_
opinion_202428_ai-models_en.pdf

“ Ibid. at 48.

“ Ibid. at 57-58.

“ (M. 06 3Tom Takke: Niemiec, E., Davis, P, & Hauglid, M. (2024). Wil the EU Al Act help to eliminate dataset bias in medical

CTATbU 9


https://www.edpb.europa.eu/system/files/2024-12/edpb_opinion_202428_ai-models_en.pdf
https://www.edpb.europa.eu/system/files/2024-12/edpb_opinion_202428_ai-models_en.pdf

Digital Law Journal. 2025
Artem A. Olifirenko / Using Personal Data in Al Model Training under EU Law

B noHumaHun Akta 06 W onpepensietcs (yHKUMOHANbHO KaK MalIWHHAs CUCTEMA, CMOCOBHas
OCYW|eCTBNATb aNrOPUTMIUECKMIA BbIBOJ (inference) u reHepupoBath pesynbTathl (MPOrHO3bl, PeKo-
MEeHALNN UNN PelieHus), BAUAIOLME Ha Cpefy, B KoTopoit oHa npumenserca (ct. 3(1); n. 12 npe-
améynbl). I-mofenb, HaNPOTUB, PAcCMAaTPUBAETCA KaK anrOpUTMUUYECKOE AAPO U KOMMOHEHT,
KOTOPbI/ MOMET 6biTb BCTPOEH B UU-cuctemy, HO cam no cebe He o6pasyet UN-cuctemy (n. 97 npe-
ambynbl)*. 0puanueckn 0693aHHOCTU Nposaigepa no AKTY 06 MW cTpykTypHO npuBA3aHbl K WIA-
CUCTEME KaK 06BbEKTY BbIBOJA HA PbIHOK/BBO/A B IKCM/yaTaLMIO U 06eCneyeHns COOTBETCTBUA Tpe-
60BaHMAM pernamenTa (4na BbICOKOPUCKOBbIX N-cuctem, B yactHoCTH, CT. 16 Akta 06 WI)®, Torma
KaK Ha ypOBHe MOfieN 1 KOHLEHTPUPYIOTCA KNIoUeBble TeXHUYeCKne PUCKN ANA NepCoHanbHbIX JAHHbIX
11 OCHOBHbIX NpaB, OLEHKa KOTOPbIX B YACTY 3aLLMTbI JAHHbIX TPAANULMOHHO NPOBOANTCA Yepes npus-
My GDPR 1 CM@XHbIX aKTOB.

B HacTosel paboTe 0CHOBHOE BHUMaHWe yaensietcs UMeHHo UIA-mogenn kak HOCUTENo puc-
KOB, CBAA3AHHbBIX C 06YUaOWMMU AAHHBIMK. [INs LeNnei aHanu3a 1UCnonb3yeTcss B TOM Uncie NoHATUE
«bazosas mosenb» (foundation model) — pa3HOBMAHOCTb MoJenu 06ulero HasHauenns (general-
purpose model), onucaxHas B nn. 97-100 npeambynbl AkTa 06 I Kak KpynHas reHepaTuBHas MofieNb
C MUNAMAPAOM U 6oNee NapameTpoB, CNOCOBHAA BbINOMHATL WNPOKMIA CNEKTP 3afau‘S. Takas mogenb
He o6pa3yet WIN-cucTemy A0 Tex nop, Noka He BCTPOEHA B NPUKNaAHONW MHTepdeiic 1 He cBs3aHa
C KOHKPETHbIM CLLeHapueM NPUHATUSA pelleHIiA; ee NPaBOBOIA PEXMM, CNef0BaTeNbHO, ONpeaenseTcs
coueTaHuem Tpe6oBaHui AkTa 06 NI K KauecTBy 1 ynpaBneHuio AaHHbIMU U NPUHLMNOB GDPR, npu-
MEHUMbIX K 3Tany 06yyeHus.

0c060r0 BHUMaHWA 3aCNYXMBAET NMOHATUE CMELeHNA B Habope faHHbIX (dataset bias). B cTaTbax
10 n 44 Akta 06 Y 0HO CTAHOBUTCA CBA3YIOLMM 3BEHOM MEXAY NPUHLMMIOM HeaUCKPUMUHALUN
(cT. 21 XapTum EC 06 OCHOBHbIX NPaBax‘e) u NPUHLMNOM MUHUMI3ALMI AHHBIX. 3aKOHOAATeNb Npsa-
MO YKa3biBAET, UTO OAHOTO NNIIb KONMYECTBEHHOrO Kputepusa (pasmepa BbI6OPKI) HEAOCTATOUHO:
Heo6X0fNUM KaueCTBEHHbI aHanu3 NpeaB3ATOCTM U NOTEHLUANbHbIX JUCKPUMUHALMOHHBIX Adhdhek-
TOB, B TOM UNC/E, B UCKNIOUMTENbHBIX CAyUYasX, UCNOMb30BaHUE CNEeLManbHbIX KaTeropui AaHHbIX
AN KOPPeKTUpYIOWNX Leneil B nutepatype Takas NocTaHOBKa BOMPOCA OMUCHIBAETCA KaK NpaKTu-
yeckas Konausua mexay noTpebHOCTbI0 ANArHOCTUPOBATb NPEAB3ATOCTb MO rpynnam U orpaHuye-
HUAMM PEXNUMA CNeLnanbHblX KaTeropui NepcoHanbHbIX AaHHbIX: BepudUKaLUa AUCKPUMUHALM-
OHHbIX UCXOA0B HEpeaKo TpebyeT foCTyna K YUyBCTBUTENbHbIM aTpMOYTamM UAKM UX NPUBNKEHHDIM
3aMeHuTeNnAM, Toraa Kak GDPR B TUMNUHbIX CLLEHAPMAX OFPaHMYMBAET CO0P U UCMOMb30BAHNE TaKUX
AaHHbIX, @ COrnacue Yyacto He OTBEYAET KPUTEPUIO CBOOOAHOIO BoNnensbsBneHus. OGHOBPEMEHHO
NOAYEPKUBAETCA, UTO HapallMBaHWe MAcCUBOB CBEpPX CTPOroil HEOBXOAMMOCTH KOHGMNNUKTYET
C NPUHLMNAMN MUHUMWU3ALUN 1 LeNeBoro orpaHNYeHmns, NoBbIlWasa PUCK «Mon3yyero paclinpeHus»
3a/jau 1 macwTabos o6paboTku (function creep); B KauecTBe OAHOTO U3 CMOCOBOB yaepHaHus 6a-
NaHca 06CYXAAETCA MCMNONb30BaHNE CUHTETUUECKUX AAHHBIX KaK MHCTPYMEHTA CHUKEHUS PUCKOB
ANA YACTHOM XN3HN NPYU COXPaHEHUN 3a1au KOHTPONS NPeaB3sTOCTH (bias) (van Bekkum, 2025, p.7;
van Bekkum & Zuiderveen Borgesius, 2023, pp. 5-6, 7; Veltmeijer & Gerritsen, 2025, pp. 3174-3175).

% Niemiec, E., Davis, P, & Hauglid, M. (2024). Will the EU Al Act help to eliminate dataset bias in medical AI? SSRN 4, 46.
“ |bid. at 26.

% |bid. at 62.

% |bid. at 26.

“ bid. at 57-58, 79.

% Charter of Fundamental Rights of the European Union, 2012 0.). (C 326) 400.
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C yueToM yKa3aHHOM AUXOTOMUM Pa3paboTunK KopnopaTuBHON N-cucTembl Ha 06yyatoLen cTa-
JUN CTaNKNBAETCA KaK MUHUMYM C TPeMs KoUeBbiMU 3afauamu:

1) YCTaHOBWTb, OTHOCUTCA N CO3/1aBAEMbliA IPOAYKT K BbICOKOPUCKOBbIM COMMACHO CT. 6 AKTa 06 NIA*
W, CNefioBaTeNbHO, MOANAAAET 1M OH MOA XECTKNI PEXUM PerynnpoBaHus;
2) onpenenuTb, COREPXUT N 0BYUAIOUMA HABOP MEpPCOHaNbHble JaHHble B MOHUMaHMM CT. 4(1)

GDPR v cneupanbHble KaTeropui JaHHbIX B CMbIce CT. 9 GDPR;

3) OLEHUTb Hanuune PasyMHO MPEACKa3yeMOoro pucka Ans OCHOBHbIX NPaB, UTO MOXET TpeboBaTb
nposefeHus npoenypbl DPIA 1, B 0TANbHbIX ciyyasnx, FRIA.

B oTnuMe 0T abCTPAKTHOTO aHan3a HOpM NPoLeaypa OLEHKM BO3AENCTBMA Ha 3aWUTY AAHHbIX
(DPIA) no3BonseT NPoAEeMOHCTPUPOBATb PEryNaToOpY U CaMUM Cy6beKTam JaHHbIX, KakiuM 06pa3om
onepatop yyen BbiABNIEHHbIE PUCKW 1 NPeBpaTU UX B yNpaBnisemMblie napameTpbl NPOEKTHOTO LKKNa.

DPIA nomxHa BKNUYaTb ONMCaHWe onepaunit U Lenei 06paboTKu; NpaBOBOI aHanM3 U BbIGOP
NPaBOBOr0 OCHOBAHMS; MAEHTUDMKALMIO N OLEHKY PUCKOB; NEepeuYeHb TEXHUYECKMX 1 OpraHu3aLm-
OHHbIX Mep 3aLMUTbl; OLEHKY OCTAaTOUHOrO PUCKa W, Npu HEObXOAUMOCTU, KOHCYNbTALMIO C Haa30p-
HbIM OpraHom (cT. 36 GDPR)®.

B KauecTBe MAMIOCTPALMM PacCMOTPUM NPUMEHEHWe npoueaypa OLEHKM BO3[ENCTBUA Ha 3a-
wuTy AaHHbix (DPIA) npn 06yueHM Moaeny KpeauTHOrO CKOPUHTAa B (IMHAHCOBOM CeKTOpe. BaHk,
pa3pabaTbiBalowWyil aNrOPUTM OLEHKN BEPOSTHOCTU AedonTa KnueHTa, 06pabaTbiBaeT KOMMIEKC-
Hble MaCCUBbl MEPCOHANbHbIX AaHHbIX: KpeaUTHble UCTOpUK, TPAH3aKLUKW, CBEAEHUsA U3 npoueayp
KYC (Know Your Customer), uHOria 0NONHUTENbHbIE NPOMUNM U3 BHELIHUX UCTOUHNKOB. Tpu 3TOM
BO3HMKAET pearnbHas 0NacHOCTb KOCBEHHON ANCKPUMUHALMM MO KOCBEHHBIM COLMANbHbIM NPU3Ha-
KaM, OroCpPefoBaHHO CBA3AHHBIM C 3aLUMLAEMbIMI XapaKTepucTkamu (Hanpumep, no Mecty npoxu-
BaHUsA, TUNY 3aHATOCTH, YPOBHIO 10X0/a, MOJENM NOTPeBNEHIs) U MeMopu3aLui («3anoMUHAHNA»)
UYBCTBUTENbHOM MH(OPMaLMK MOAenbto. B pamkax DPIA 6aHK chukcupyet uenn 06paboTku, nctou-
HUKN JAHHbIX U CLEHapun NxX NOBTOPHOTO UCNONb30BaHUA. [INA NPUHATMA pelleHns 0 KpeauTe npa-
BOBbIM OCHOBaHMeM cnyxuT ctatbs 6(1)(b) GDPR (ucnonHexune 06a3aTenbcTBa U3 OroBopa), Torna
KaK Ana nocneyiowero ynyduenns mogenu — ctatba 6(1)(f) GDPR (3aKOHHbI NHTEPEC) B COUETaHNM
C YCMNEHHON MWUHWUMU3ALMER U OrpaHMueHnem Aoctyna®. OT6Op MepemeHHbIX Mpu 3TOM ocylie-
CTBNAETCA He MO NPUHLMMNY «Uem 6onblue, TEM yULie», a MO JOKa3aHHOW 3HAUNMOCTY NA KauecTBa
MPOrHO3MPOBaHUA U BNUAHUIO HA PUCK LUCKPUMUHALIMN.

Cnepytowmin 610K DPIA nocBAlLeH naeHTU(UKALMN U OLEHKE PUCKOB ANs NpaB Cy6beKTOB AaH-
HbIX: HEMPO3PAUHOCTb ANFOPUTMUUECKON NOTUKM, BOSMOXHOCTb KOCBEHHOM ANCKPUMUHALLY YA3BU-
MbIX TPYMM, PUCK YyTeukn MHOpMaLmMKM Yepe3 noefeHne Mofenu. Kaxaplii pUCK NoNydyaeT OLEHKY
BEPOATHOCTY W TAXKECTN NOCNEACTBUIA, Nocne uero hopMmupyeTca Habop KOMNEHCUPYIOLWLMX Mep: pe-
rynApHbli ayaut cmeenuii (bias); MOHUTOPUHT Apeida AaHHbIX 1 ferpafaluyun KauyecTsa; Ucnonb-
30BaHNe CMeuuanbHbIX KaTeropuit faHHbIX MCKMKUNTENbHO ANA TeCTUPOBAaHMA CNpaBeaanBOCTU
1 HeponyLLeHNe UX BKNIOUeHMs B «60eByto» Mogenb. Pesynbtatom DPIA cTaHoBUTCA hopmanm3aums
OCTaTOYHOrO PUCKA; €CN OH MPU3HAETCSA BbICOKUM, ONepaTop 06s3aH 06PaTUTbCA 33 KOHCY/bTaLM-
el K Haf30pHOMY opraHy B nopsifke cT. 36 GDPR®, Takas KOHCyNnbTaLUs He ABAAETCS hOPManbHOM,

“©  Artificial Intelligence Act, 2024 0.). (L 2024/1689) 53-54.

% General Data Protection Regulation, 2016 0.). (L 119) 33, 38-39.
5 lbid. at 118-119.

2 |bid. at 36.

3 |bid. at 54-55.

CTATBU 1



Digital Law Journal. 2025
Artem A. Olifirenko / Using Personal Data in Al Model Training under EU Law

a NpeaCcTaBNseT CO60/ MexaHU3M AMaNnora 0 AONYCTUMbIX TPAHNLAX MPUMEHEHUS UCKYCCTBEHHOTO
VHTeNNeKTa B KOHKPETHOM CEKTope.

0co6eHHO noKasaTenbHa B3aMMOCBA3b Mexay CT. 10 Akta 06 W (ynpasnexue faHHbIMK) 1 CT.
25 GDPR (3awuTa nepcoHasnbHbiX AaHHbIX MO 3aMbICNy ¥ N0 YMONUaHuI0)®. Mepsas NpeAnucbiBaet
o6ecneumBaTtb KauecTBo, Penpe3eHTaTUBHOCTb U KOPPEKTHOCTb AaHHbIX, @ TAKXKe NpoLeaypbl ynpas-
NeHns umm; BTopas TpebyeT BCTPOEHHON MUHUMM3ALMN 1 3aLLUTDI YXKe Ha 3Tane NPOeKTUPOBAHUS
apXuTEKTYpbl 06paboTKM. TONbKO HANOXEHWE ITUX TPE6OBAHNI GOPMUPYET IOPUANYECKI BANUAHDBIA
nainnaiH obyueHns: GDPR 3afaeT ropu3oHTanbHble Npeaenbl fonycTumMoi 06paboTki, a AkTa 06 1N
yTBEPXAeT BepTUKa/bHbIE NPOLEAYPbI JOKA3aTeNbCTBA ee 6e30MacHOro N HEAUCKPUMUHALUOHHOTO
XapakTepa.

JlononHuTeNbHOE 3HaUEHNe NPUOGPETAET MeXAYHAPOAHbIA cTaHaapT ISO/IEC 42001:2023 — nep-
BbI CEPTUMKALMOHHDBIA CTAHAAPT ANS cucTeM ynpasneHus WA, MHTErpupylowWwmin puck-opueHTH-
PoBaHHOE MblWNeHUe, NPeaAnonaraowee NPUHATAE PEWeHNA C YUYeTOM BEPOATHOCTU U TAXECTMU
nocneactsuit (risk-based thinking), n MexaHU3Mbl NOCTOAHHOTO YyuweHus® . Ero npakTuueckas
LLEHHOCTb 3aK/OYAETCA B TOM, UYTO OH CO3/AeT NMPOLECCHYI0 MPOCNONKY MEXAY HOPMaMU U UHXe-
HepHbIMI NPAKTUKAMW, MOATBEPHAASA, UTO NPUHLMN MUHUMKU3ALMW GDPR 1 npoLieaypbl ynpasneHus
JaHHbIMK AkTa 06 W yKopeHeHbl B CUCTEME MEHeMXMEHTA KOMMAHWUK, @ He NPUMEHSIOTCA Pa30Bo
«nop ayanT».

YTOuHeHne Cy6beKTHOTO COCTaBa 3aBepluaeT NpaBoBble OuepTaHus 06yuenns. Cratbs 3(3)
Akta 06 N BBOAMT hurypy nposaigepa (provider) — nuua, pa3Mewiaowero CUCTeMy Ha pbiHKe
noj CBOUM MMeHeM™, OJHOBPEMEHHO ONUPAsACh HA TPAAULNOHHbIE KaTeropuu, NpeaycMoTpeHHble
GDPR, — «KOHTpO/ep, onepatop nepcoHanbHbix AaHHbIX» (controller) u «obpabotunk» (processor)
(nn. 7-8 cT. 4 GDPR)®. Ha npaKTuKe ofiHa 1 Ta e KOMNaHus MOXET COBMeLlaTb 06e ponu: npu pas-
paboTKe BbICTYNaTb ONEpPaTopoM Mo OTHOLEHWIO K 0byualowemy Habopy, a Npyu BbiBOAE NPOAYKTA
Ha PbIHOK CTAaHOBUTHCSA NPOBANAEPOM BbICOKOPUCKOBOW CUCTEMbI. B pe3ynbTate hopmupyetcs ynpas-
NeHYecKasn Matpuua 06s3aHHOCTEN, B KOTOPOIA MO BEpTUKANM PacnonaraloTcs CTafnum XU3HEHHOTO
umkna (céop, noarotoBka, 06yueHne, BaNUAALMA, IKCNyaTalus U MOHUTOPUHT), A MO rOPU3OHTA-
NN — Knactepbl PerynatopHbix HopM (06s3aHHOCTM no GDPR, Tpe6oBaHua AkTa 06 WU, npouesy-
pbl COTNACcHO CTaHaapty ISO/IEC 42001:2023). Takas MaTpuua CYXWT UHCTPYMEHTOM pacnpefene-
HUSA OTBETCTBEHHOCTM, NNAHMPOBAHNA PECYPCOB KOMMMAGHCA U BKIKOUEHUSA YNpaBNeHus puckamm
B LMKn paspabotku NA-mogenwm.

[prUHLMN MUHUMU3ALMKM JaHHDBIX KaK LLEHHOCTHDIA GUALTP U METOA0N0TNYECKas onopa
06yyenus UA-mopeneil

MPUHLMN MUHMMU3ALMK AaHHDIX B CT. 5(1)(c) GDPR dhopmynupyeTca uepes Tpuagy «afeKkBaTHoCTb —
peneBaHTHOCTb — OTPaHUYEHHOCTb HEOOXO[UMbIM»®, AfleKBaTHOCTb 03HAYaeT COOTBETCTBUE AaH-
HbIX NOCTABNEHHOW LieNn, PeNeBaHTHOCTb — Hannuue NPSMON CBA3M AaHHbIX € 3afauen 06paboTkm,

s Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57-58.

% General Data Protection Regulation, 2016 0.). (L 119) 48.

% International Organization for Standardization. (2023). ISO/IEC 42001:2023: Information technology — artificial intelli-
gence — management system. https://www.iso.org/standard/81230.html

% Artificial Intelligence Act, 2024 0.J. (L 2024/1689) 45.

% General Data Protection Regulation, 2016 0.). (L 119) 33.

% Ibid. at 35.
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a OrPaHNYEHHOCTb HEOOXOAMMbIM NPeANOnaraeT HEBO3MOXHOCTb JOCTVKEHNA Lenn 6e3 KOHKPETHO-
ro 3NemMeHTa AaHHbIX. MUHUMM3aLMA B NPABOBOM CMbIC/e NOAPa3yMeBaET T0, UTo 06pabaTbiBaTbhCA
AOMKeEH TONbKO TOT 06beM MHGOPMALIMK, KOTOPbINA AENCTBUTENBHO HY)XEH NS KOHKPETHON Lenn®
(Finck & Biega, 2021, pp. 55-57).

Ha npakTuke 310 npeBpawaeT MUHUMIU3ALNIO B UHCTPYMEHT YNPaBAEHNSA PUCKAMU: KKAO0e peLle-
HUE 0 BK/IOUEHUN HOBOrO aTpubyTa (Hanpumep, AaTbl POXAEHMUA, FEONOKALMN, 1eTANU3NPOBAHHON
NCTOPUM TPAH3AKLNIA) 0/HKHO OLLEHUBATLCA Yepe3 NpPuU3My Heo6XoAMMOCTI AN AOCTUKEHUA 3asB-
NEeHHON Lenr 06paboTKi 1 COpa3MepHOCTI BMeLLATeNbCTBA B TPaBa Cy6bekTa nepCoHanbHbIX JaHHbIX.
Cyn EBponeiickoro coto3a B aene Meta Platforms Ireland v. Bundesverband der Verbraucherzentralen
& Verbraucherverbande® noguepkHyn, uto faxe NpyU HanMUMM BbIPAKEHHOTO KOMMEPUYECKOTO WH-
Tepeca, BKNouas (UHAHCMPOBaHWE [eATENbHOCTY 3a CYET NepPCOHANNU3MpPOBaHHONM peKnambl, f0-
NycTUMOCTb 06pabOTKM onpefenserca TeCTOM HeobXxoAUMOCTM U NPONOPLMOHANBHOCTH, a TakKxKe
HaMuMem MeHee OrpaHUuNBAIOLLMX aNbTePHATUB; NPU 3TOM B YCIOBUSAX LWNPOKOTO U (haKTUUeCKu
«MOUTN TOTaNIbHOTO» MOHUTOPUHITA NOBEAEHWA NONb30BaTeNeil MHTEPeChl U OCHOBHble MpaBa Mo-
CNefHUX MOTYT UMETb NPUOPUTET HAJ, UHTEPECOM OMepaTopa, UTo YCMANBAET 3HAUYEHNE MUHUMU3A-
LM KaK TpeboBaHMsA MCKNIOUATb M3 06paboTKM M36bITOUHbIE N UAEHTU(ULMPYIOLLME 3EMEHTb,
He ABNALNECS CTPOro HEOOXOAUMbBIMM ANA Lenn,

JlononHUTENbHbIA YPOBEHb CIOXHOCTM CO3AaeT cTaTbs 10 AKkTa 06 WU, koTopas TpebyeT, uTobbl
obyuarowme BbIGOPKU® BbIIN penpe3eHTaTUBHLIMM, MOMHbIMI U, NO BO3MOXHOCTM, CBOOOLHBIMU
OT OWWK6OK®. Penpe3eHTaTUBHOCTb NPeAnonaraeT, uto BbI6OpPKA OTPAXaeT CBOMCTBA BCEN LieNeBOil
nonynsuun (Hanpumep, 6a3a KNMEHTOB 6aHKa BKIKOUYAET Pa3Hble BO3PACTHbIE FPYNbl, PETUOHbI, CO-
LmManbHble kateropuu). MoAHOTa 03HAYAET HANNUNE NPU3HAKOB, 63 KOTOPbIX 3aaua MOAeNM He Mo-
KET 6bITb pellieHa (Hanpumep, OTCYTCTBUE AAHHbIX O 0X0AX AeNaeT KPeAUTHbIN CKOPUHT 3aBefOMO
fethopMupoBaHHbIM). TpeboBaHMe N0 BO3MOXHOCTI, CBOHOAHBIMM OT OLIUHOKY CBA3AHO C OYUCTKOI
BbIGOPKM OT AYBNNKATOB, HEKOPPEKTHBIX, TPOTUBOPEUNBBIX U ABHO YCTapeBLIMX 3HAUEHUI.

Ha ypoBHe (hopManbHOM NOTUKM TPEHOBAHUA MUHUMU3ALLMM U PENPE3EHTATUBHOCTU BbIFMSAAT
KaK HanpsxeHHas napa: yem 60nblie AaHHbIX CO6PaHO, TEM NpoLe 06eCneunTb CTaTUCTUYECKYIO
YCTOWUNBOCTL®, HO TeM Bbllle PerynAToOPHbIA PUCK U36bITOUHON 06PaboTKN. Pa3pelieHue 3Toro
NPOTMBOPEUMS OCYLLIECTBNACTCA Yepe3 NPUHLMN COPA3MEPHOCTH, 3aKpeneHHbIn B ¢T. 52 XapTuu EC
06 OCHOBHbIX NpaBaXx: BMELIATENbCTBO B NPaBa ONYCKAeTCS NMLb B TOW Mepe, B KaKOil OHO Heo6Xo-
AVMO 1 NPONOPLUMOHANBHO NETUTUMHON Lenn. [inga obyueHns moaenemn 310 03HAUAET, UTO UCMONb-
30BaHNe KpymnHbIX BbI6OPOK OMpaBAaHHO TONbKO MPW [OKA3aHHOW HEO6XOAMMOCTU ANs [OCTUKE-
HUSA CTATUCTUYECKOI YCTOMUNBOCTM U HEAMCKPUMUHALMOHHOTO pe3ynbTaTa U Npu OTCYTCTBUN MeHee

6 European Data Protection Board, Guidelines 4/2019 on Article 25 Data Protection by Design and by Default (Version 2.0,

6 Case (-319/20, Meta Platforms Ireland Ltd. v. Bundesverband der Verbraucherzentralen & Verbraucherverbande,
ECLI:EU:C:2022:322, 9| 51-56, 83 (Apr. 28, 2022).
Mo peleHnto opraHoB rocyaapcTBeHHON Bnactu Poccuickoit Gepepaunn, opraHusauns Meta Platforms, Inc. npusHaHa
3IKCTPEMUCTCKOM, ee eATENbHOCTb 3anpeLueHa Ha Tepputopum Poccun.

& Case (-252/21, Meta Platforms Inc. v. Bundeskartellamt, ECLI:EU:C:2022:704, 9] 108-109, 115-118, 121 (Sept. 20, 2022).

8 Training datasets — o6yuatoline 4aTaceTbl, MACCUBbI JAHHBIX, HA KOTOPbIX CTPOUTCA 11 KOPPEKTUPYETCA MOAENb.

6 Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57.

5 Robustness — yCTOMUNBOCTb MOAENI K BapHaLMAM BXOAHbIX AAHHDIX.

% Charter of Fundamental Rights of the European Union, 2012 0.J. (C 326) 407.
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NHBA3MBHOW anbTepHaTuBbI (Hanpumep, paboTbl C arpernpoBaHHbIMI AaHHbIMI KM 6onee rpy6oil
AeTanu3auymeil Npu3HaKos).

CoBpemeHHble UCCNeaoBaHUsA MaLWUHHOMO 06yYeHNs NOATBEPHAAIOT, UTO pocT o6bema n Aeta-
NN3aLMN [aHHbIX He ABnAeTcA 6e3ycnoBHbIM 6narom. Tak, YypesmMepHoe yBenuyeHne yucna napa-
MeTpOoB Mogeny (rmy6uHbl HEPOHHOW CeTI, KONMYECTBA NPU3HAKOB) NPUBOANT K NepeobyueHunio®
(Rocks & Mehta, 2022, p. 15). TeXHUYECKM 3TO BbIPAKAETCA B CHINKEHUN UMCIA OLINGOK Ha 06yualoLLnX
[aHHbIX NPY OfHOBPEMEHHOM pOCTe Ha TeCTOBOM Habope. [ins NPaBoOBOro aHann3a BaXHO He camMo
NMOHATUE AUCNEPCUM U CMELLEHMS, A BbIBOJA: CYLLECTBYET TOUKa, NOC/Ee KOTOPOIA yBenuueHue o6bema
1 AeTanu3aLu AaHHbIX YXYALAET KaYeCTBO PeLeHns 1, CNefoBaTeNlbHO, He MOXET CUNTaTbCs Heob-
X0AMMbIM B cMbicne cT. 5(1)(c) GDPRE,

OnMH M3 NpaKTUYeCKNX CNoCo60B COBMECTUTb TPE6OBAHUA MUHUMU3ALMUN U Penpe3eHTaTUBHO-
CTM — CTaTUCTUYECKas NoABbI6OPKA®. OCHOBAHHAA Ha MOHATHbIX KPUTEPUAX (yCTpaHeHNe NOBTOPOB,
BbipaBHUBAHME AUC6anaHca rpynn, MCKNIUEHUe 0UeBMAHbIX BbIGPOCOB), OHA OAHOBPEMEHHO CHU-
AeT PerynaTopHbIA PUCK U NOBbILIAET 0606LWAlLIYI0 CNOCOBHOCTL Mofeny. B lopuanueckoil nnoc-
KOCTW 3TO MOXHO PaccMaTpyBaTh KaK peanu3auuio MPUHLUNOB MUHUMN3ALMM U 3aLMUTbI AAHHbIX
no 3ambicny (data protection by design) (ct. 25 GDPR) cpeaCTBaMi UHXeHePHOTo NPOeKTUPOBaHNA".

CylLeCTBEHHYI0 POMb MrPaKT 1 MeToAbl 06e3nnuMBaHNs. Knaccuueckum nofxonom ocraercs k-a-
HOHUMHOCTL". iccneoBaHNs NOKA3bIBaKOT, UTO Pa3yMHO CKOHCTPYMPOBAHHASA R-aHOHUMHOCTb MOXET
CHWXATb PUCK NOBTOPHON MAEHTU(UKALMIA NPU MUHUMANIBHOM BAMSIHUM Ha KAuecTBO Knaccuguka-
umn (Slijepcevic et al., 2021). [lononHNTeNbHO UCNONb3YeTCA [-auBepcUdUKaLMA™, uTo NpenaTcTByet
BOCCTAHOB/EHWO TMYHOCTM MO PELKUM KOMBUHALMAM aTpubyTOB. ITU TEXHUKM He YCTPAHAOT Non-
HOCTbIO HOPUANYECKYI0 CBA3b C MOHATUEM MEpCOHANbHbIX AAHHbIX, HO MO3BOMAKT YMEHbIINTb CTe-
neHb BMeLLaTenbCcTea 1 NPOAEMOHCTPUPOBATb HAA30PHOMY OpraHy, UTo KOHTpOep NpeanpuHaAn pa-
3yMHble LWaru K MUHUMM3aLnmu pucka.

B npaBe EC MMHUMM3ALLMA flaHHbIX B Chepe 06yueHus NIA-mopenel TPaKTyeTcs He Kak pa3oBoe
COKpaLLeHMe NPU3HAKOB, @ KaK YNPaBNEHUECKNA 1 IOPUANYECKIIA NPOLLECC, BCTPOEHHDIN B iesiTeNb-
HOCTb KOHTponepa. CraTbA 5(1)(c) GDPR w MPUHLKAN NMOJOTYETHOCTHU B CT. 5(2) GDPR TpebyioT, uTobbI
KOHTpONep Mor 06bACHUTD 1 3a[L0KYMEHTUPOBATb, NOYEMY KaX[blil INEMEHT fAaHHbIX BKKOUEH B 06-
paboTKy”™. Ha npakTuKe 3T0 peannu3yetcs yepes noatanHyo npouenypy.

MepBbili 3Tan — MHBEHTapU3aLmMA NPU3HAKOB. KOHTPONep COCTaBASET MONHbIA NepeyeHb aTpu-
6yTOB, NNAHUPYEMbIX K UCMOMb30BAHUI0 B 06YYEHUM, N NPOBOJUT UX KNACCU(UKALMIO MO YPOBHIO
NAEHTUULMPYEMOCTH. YCIOBHO MOXHO BbIAENUTb TPU YPOBHS. YPOBEHD A BKIIOUYAET NPAMbIE UAEH-
TUdukatopbl (MMA, NacnopTHbIe AaHHbIE, TenedoH, afpec 3NEKTPOHHOI NOUTbI); UX COXPAHEHME B UC-
XOAHOM Bufe B obyvarolem Habope JONYCTUMO NKULb B UCKKOYUTENbHBIX CnyyasX. Kak npasuno,

& bonee U3BECTHOMY Kak “overfitting” — cuTyauus, koraa mogenb UaeanbHo NOArOHAETCA Noj 06yJatoLwyii Habop, Ho Teps-
€T CN0COHHOCTb K 0606LLEHNI0 B OTHOLIEHUM HOBbIX Cly4aEes.

6 General Data Protection Regulation, 2016 0.). (L 119) 35-36.

% Subsampling — hopMupoBaHNEe yMEHbLIEHHOTO HA6OPA AaHHbBIX 33 CYET yAANEHNs AY6NUKATOB, HEPENEBAHTHBIX U ABHO
U36bITOUHDIX HABMIOAEHNN.

0 |bid. at 48.

™ K-anonymity — Mo&enb, Npu KOTOPOW Kaxfas 3anuch B HABOpe HEOTANUNMA KaK MUHMMYM OT k - 1 apyrux. Ecnu, Hanpu-
Mep, R =10, TO Kaxgblii CyOBEKT CTAaTUCTUYECKI PACcTBOPEH B rpynne u3 He MeHee 10 NNL, C OAMHAKOBOW KOMGUHaLMEN
OCHOBHbIX aTpn6yTOB (BO3PACT, PernoH, TN 40roBopa).

7 |-diversity — ycnoBue, Npu KOTOPOM B KaXf0i R-aHOHUMHOI rpynne NPUCYTCTBYET HE MEHEE OFHOIO PA3NMUHOTO 3Haue-
HNS UyBCTBUTENbHOO NPU3HAKA, HAMPUMEP ANATHO3a UM YPOBHSA A0X0AA.

7 |bid. at 35-36.
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B OTHOLIEHMI HUX TpebyeTca Nn6o yaanenue, 1u6o ncesgoHummusaums™ (ct. 4(5) GDPR)™. YposeHb B
0XBaTbiBAET KBa3U-UAEHTMdMKATOPbI (BO3PACT, pernoH, npodeccuio, KOMOUHALMI XapaKTepuCTUK),
KOTOpble N0 OTAENbHOCTW He PACcKPbIBAKOT NMYHOCTb, HO B COBOKYMHOCTM MOTYT BECTU K UAEHTU(M-
KaLuu; ux MCnonb3oBaHue TPebyeT NPOXoXAEHNS TeCTa HEBO3MOXHOCTM anbTepHATUBbI, KOrAa one-
patop JOMKEH JOKYMEHTaNbHO NOATBEPAUTb, YTO 6€3 ITUX AaHHbIX HEBO3MOXHO 06ecneuuTb Tpe-
6yemoe KauecTBo Mogeniu. YpoBeHb C COCTaBNAIOT MEHEE UYBCTBUTENbHbIE MPU3HAKM, B OTHOLIEHNN
KOTOPbIX PUOPUTET MMEIOT YKPYNHEHMWE, arpernpoBaHne 1 06e311MunBaHue, eCln NOTePU KauecTBa
0CTal0TCA B NPefeNax CTaTucTUUeckn AoNyCcTMMOro AnanasoHa.

Pe3ynbTatbl TakoW Knaccuukaumm (UKCUPYIOTCA B XYPHANe MUHMMU3ALMM JAHHBIX — BHY-
TpeHHeM [OKyMeHTe KOHTPONepa, KOTOPbIA COBMELLAET YNpaBAeHUeCKY0 1 [OKa3aTeNbCTBEHHYHO
tyHKumu. Mo cyTu, 3T0 CneLnan3npoBaHHbIil peecTp onepauuin 06paboTki B cmbicne cT. 30 GDPR™,
OPWEHTUPOBAHHDIN He CTOMbKO HA OMMUCaHKe Liener  KaTeropuii iaHHbIX, CKOMbKO Ha 060CHOBaHNe
Heo6X0AUMOCTM 1 NPOMOPLMOHANBLHOCTA UCMONb30BAHNA KAXAOro Npu3Haka. MpakTuka Haumo-
HaNbHbIX PEryNATOPOB NOKA3bIBAET, YTO UMEHHO NOA06HBIE XYPHANbI CTAHOBATCA NEPBbIM 3anpalum-
BaeMbIM JOKYMEHTOM NpyW NpPOBEPKe NPOEKTOB Ha 6a3e NIA: OHM AeMOHCTPUPYIOT, UTO NPUHLLAN MU-
HUMUM3aLMKN He OCTANCA feknapaLnei, a 6bin peann3oBaH B NPoLEcce NPOeKTUPOBAHNS”.

Bropow 3tan — oT60p MUHWMANbHO NPEACTABUTENBHOTO CPe3a AaHHbIX. 3feCb MOXHO FOBOPUTH
0 JIByX NpaBOBbIX (hunbTpax. Bo-nepebix, hunbTp LOMUHUPYIOLLEN MHEOPMALMN: COXPAHSIOTCS TOMb-
KO NPW3HAKM, BKNAJ KOTOPbIX B JOCTVKEHWE LLenu NOATBEPKAEH pe3ynbTaTaMyu TECTUPOBAHUA U A0-
KYMEHTUPOBaH B oTueTe DPIA Unu aHanornuHbiX Matepuanax. Bo-sTopbix, GUALTP YHUKANbHOCTM:
penkue KOMGMHALMN aTpUBYTOB [OMKHbI GbITb arpernpoBaHbl, UTo6bl KaxAbli CY6bEKT OKa3ancs
CTaTUCTUYECKM CKPBIT B rpynne (o KpaiHei mepe U3 HECKONbKMX NNULL), UTO CHUXAET PUCK MOBTOP-
HOWM MAEHTM(UKALMM, 0COBEHHO NPYU MANbIX BbIGOPKAX.

TpeTui 31an CBA3aH C NPUMEHeHNeM TEXHONOMNI YCUNeHUs NPUBATHOCTU™. B kauecTBe Haubo-
nee NokasaTeNbHOrO NpUMepa B NMTepaType 06bIUHO paccmaTpuBaeTcs AudidepeHunanbHas npu-
BaTHOCTb KaK ()OPMany130BaHHbIA NOAXOA K OFPaHUUEHMI0 yTeueK 0 KOHKPETHBIX 3anucsx B Habope
[IaHHbIX 32 CUeT 06aBNIeHNA KOHTPONNPYEMOIl CYUaRHOCTM B pe3ynbTatbl BbluncieHni™ (Dwork et
al., 2006, pp. 270-271).

B TexHuueckom cmbicne TpeboBaHME OMMCHIBAETCA uepe3 YCTONUMBOCTb BbIBOZA anroputma
K eAMHUYHbIM U3MEHEHNSIM UCXOAHOrO Habopa: pe3ynbTaT JOMKEH OCTaBaTbCA MPAKTUYECKU 0aM-
HAaKOBO BEPOATHbIM KaK MNP HANNYMK B [AHHBIX OFHON KOHKPETHOI 3anucu, Tak U Npu ee oTcyT-
cTBun. iHaue roBops, AnA Nio60ro BO3MOXHOIO pe3ynbrata BEPOATHOCTb €ro MOAYYEHUS Ha ABYX
«COCeHNX» Habopax AAaHHbIX (OTNMUAIOWMXCA OHOI 3aNUCbI0) MOXET Pa3NuuaTbCs NULb B CTPOTO
OrpaHNuYeHHbIX Npesenax: AOMYCKAETC orpaHMYeHHOe PacXOX/eHne No MaclwTaby BepoOATHOCTEN
11 TONbKO OYeHb Manas AONONHUTENbHAA BEPOATHOCTb OTKOHEHUSA 3a NPEAENbl 3TOr0 OrpaHNYeHus.
JTa KOHCTPYKLMA HanpaBneHa Ha To, UTO6bl N0 HabMoAAEMOMY BbIXOAY aNropuUTMa Henb3s HbiNo
HafleXXHO BOCCTAHOBUTb (DaKT HANMUMA KOHKPETHOTO CyObeKTa B HAabOpe AaHHbIX UMM WU3BNEUb

% Pseudonymisation — 3ameHa UAEHTU(UKATOPOB TOKEHAMIA NN XeLIaMN.

% lbid. at 33.

% |bid. at 50-51.

7 DLA Piper. (2025). National data protection authority in Germany. https://www.dlapiperdataprotection.com/?t-

% Privacy-enhancing technologies (PETs) — TeXHONOTN YCUNEHMS 3ALLUTbI AAHHBIX.
?  Differential privacy — maTeMaTMuecku KOHTPONUPYEMOe J06aBNEHNE CNYYalHbIX NCKAKEHNIA — «LYMa» — K AaHHbIM
WK pe3ynbTatam BLIYMCIEHUH, TPY KOTOPOM BKNAJ OTAENLHOTO UL CTAHOBUTCS CTAaTUCTUYECKM HEPA3NNYUMbIM,
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UyBCTBUTENbHYI0 HOPMALMIO 0 HeM. B eBponeickoil npakTuke auddepeHumanbHas NpuBaTHOCTb
BCe yalle paccmMaTpuBaeTCs Kak mepa, COBMECTUMAs C MPUHLMMOM «3aluMTa JAHHbIX MO 3ambiciy
n no ymonuawuio» (data protection by design and by default) (ct. 25 GDPR)®, npn ycnosumn oKymeH-
TUPOBAHUA BbIGPAHHOTO MeXaHW3Ma, 060CHOBAHUS OTCYTCTBMA MeHee MHBA3WUBHbIX aNbTepPHATUB
11 OLIEHKM BNUSHUA 106aBNEHHON CNYYaHOCTN HA KAuecTBO W YCTOMYMBOCTb MOLENM NPU YCNOBUM
IOKYMEHTUPOBAHWA BbIGPAHHOTO MexaHW3Ma (OnucaHue NPUMEHEHHON CXeMbl, 06N1acT NpUMeHe-
HWA 1 TOrO, KaKMe BbIXOAbl ANTOPUTMA 3ALLUMLLAIOTCA), 060CHOBAHUSA OTCYTCTBUA MEHee NHBA3UBHbIX
anbTepHaTuB (conoctasnenne ¢ BapuaHTamu, TPEOYIOLMMI MeHbLIEro 06bemMa NepcoHabHbIX AaH-
HbIX UMM MEHbLIETo BMELaTeNbCTBa B 06paboTKy) U OLEHKN BAUSHUA [06ABNEHHON CYYANHOCTY
Ha KauecTBO 1 YCTOUYMBOCTb MOZENY (B TOM uncie Ha COXPaHeHue ConoCcTaBMMON TOUHOCTH 1 Jonet
OWMO0K ANA Pa3ANYHbBIX FPynn CYyObEKTOB M HA OTCYTCTBUE CMCTEMATUUECKN XYALWWUX Pe3ynbTaToB
ANA YA3BMMbIX UM 3aLLNLLAEMbIX TPYMN, YTO BAXHO ANA NPEAOTBPALEHUs JUCKPUMUHALMOHHDBIX
CX00B).

0co60e MecTo B cerofHsLHeNn AMCKyccm 3aHuMaeT degepatnsHoe 06yueHne®. Ha MHTYUTUBHOM
YPOBHE MOXET MO0Ka3aTbCAl, YTO COXPAHEHME [AHHbIX «HA MeCTe» aBTOMATUYEeCKU YCTPaHAET puc-
KW 4N NepcoHanbHbIX AaHHbIX. OAHAKO C TOUKM 3peHust GDPR cutyauma cnoxHee. B cootTBeTcTBum
co cT. 4(1) GDPR nepcoHanbHbIMI ABNAIOTCA NI06ble CBEAEHUS, OTHOCALMECS K UACHTUDULMPOBAH-
HOMY Unu uaeHTMduUMpyemomy nuuy®, a EBpoONencKui COBET MO 3alLMTe AAHHbIX B 3aKKUEHUM
28/2024 nopuepKiBan, uTo Jaxe KOCBEHHbIe LUGPOBbIE CNefbl MOryT 06pa3oBbiBaTb NEPCOHANbHbIE
AaHHblE, €CNIN CYLLECTBYET pPa3yMHas BepOATHOCTb MX UCMOMb30BaHKA AN1sl NOBTOPHON UaeHTUdMKA-
Lun®, TpagueHTbl 1 06HOBNEHUSA BECOB NPU ONPeAeneHHbIX YCIO0BUAX MOTYT 6bITb MHBEPTUPOBAHDI,
UTO NO3BOMNT BOCCTAHOBUTD OTAENbHbIE XapPaKTEPUCTUKN UCXOAHBIX 3annCeN.

370 03Hauaet, uTo B (hefepaTUBHON ApPXUTEKTYPE KOHTPONEep He MOXET aBTOMATUYeCKM Cuu-
TaTb rPafueHTbl 6e3nnuHoi MHdopmaunen. Npu HANMUMKM pasymHO NPefCcKa3yeMoro pucka pe-
KOHCTPYKLMN WHAMBUAYANbHbIX 3aNCcell BO3HUKAET BbICOKAA CTeNeHb Yrpo3bl ANns npae U cBO60A
Cy6beKTOB, @ 3HAUMT, HeobxoanUMo NpoBoanTb DPIA no cT. 35 GDPR¥, B pamKax TaKoii OLEHKI KOHTPO-
nep NOMKeH NokasaTb, YTO apXUTEKTYpHOe peLueHne A0N0NHEHO A0CTaTOUHbIMU rapaHTUAMU: COKpa-
LEHMEeM IKCTPEMANbHBIX FPafIMeHTOB, UCMOb30BAHUEM 3alLMILEHHON arperauun®, kpuntorpadu-
UeCKMX MexaHM3MOB BPOAe roMOMOP(HOr0 WNQPOBAHMA®. ITU TEXHUUECKE Mepbl NPUOBpETaloT
IOpULMYECKOE 3HAUEHNe, TONbKO KOrAa onucaHbl B DPIA, 3akpennieHbl B NOAUTUKAX 06paboTKM 1 OT-
paXeHbl B peecTpe onepawnil 06paboTku.

OpuAnYECcKIiA CMbICT TaKOTO NOAX0AA COCTOUT B TOM, UTO MUHUMU3ALMSA AaHHbIX NPeBpalLaeTca
U3 abCTPAKTHOrO NPUHLMNA B NOCNENOBATENbHbIA NPOLECC NPOEKTHBIX pelleHnit: oT oTbopa npu-
3HAKOB U CTPYKTYPUPOBAHMA [aTaceTa 40 BbI6OPa apXMTEKTYPbl 06YUEHUS U NPUMEHEHUS TEXHONO-
TUA YCUNEHNS 3aWKUTbl JAHHbIX (PETs). fins 06yueHus N-moaenen 3To 03HAUaET, uUTo AOMYCTUMbI-
MW NPU3HAKOTCA TONbKO Te KOHGUIypaL My faHHbIX U NPOLEAYp, N0 KOTOPbIM KOHTPONep CnocobeH

@  General Data Protection Regulation, 2016 0.). (L 119) 48.

8 Federated learning — apxuTeKTypa, Npu KOTOPOW MoAenb 06yuaeTca pacnpeneneHHo, Ha YCTPOMCTBAX UM cepBepax
YUACTHUKOB, @ B LIEHTPaNbHbIA KOHTYP NepefaloTcs ToNbKO 06HOBAEHIUS NapaMeTPOB UK FPAAUEHTbI.

8 |bid. at 48.

& European Data Protection Board. (2024). Opinion 28/2024 on certain data protection aspects related to the processing of
personal data in the context of Al models. https://www.edpb.europa.eu/system/files/2024-12/edpb_opinion_202428_ai-
models_en.pdf

& General Data Protection Regulation, 2016 0.). (L 119) 53-54.

8 Secure aggregation — NPOTOKONbI, HE NO3BONSAIOLNE AHANM3UPOBAT 06HOBEHNSA Ha YPOBHE OTAENbHBIX YUACTHNKOB.

% Homomorphic encryption — wucpoBaHue, fONYCKAtOLEE BLIYUCTEHIS C 3aWUGPOBAHHBIMI AAHHBIMY.
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yﬁeﬂMTEHbHO NnoKa3sarb: Ka)K,quI?I 3N1EMEHT HEOOXOAMM, aflbTePHATUBbI C MEHbLINM 06eMOM AaHHbIX

He obecneunBatoT CONOCTaBMMOr0 KauecTsa, a OCTaTOUHbI puck ana beHﬂaMeHTaﬂbeIX npas CHK-
JXEH 10 NPpUemiemoro ypoBHA N 3aJIOKYMEHTUPOBAH.

MpuHLMN COpa3MEpPHOCTY 3aLMUTHBIX MEP B perynupoBanun 0byyenns UU-Moaeneit

MPMHLMN COPA3MEPHOCTM 3aLUUTHBIX Mep B NpaBe EBPONEicKoro coto3a Npeanonaraet, uto 06bem
11 XapaKTep TEXHUUYECKMX M OPraHU3aLLMOHHbIX Mep OMKHbI COOTBETCTBOBATL YPOBHIO pUCKa ANs NpaB
U CBO6OA CY6HEKTOB AAHHBIX U CEPbE3HOCTM BO3MOXHbIX NOCNEACTBUIA. B chepe 3alumuTbl AaHHbIX
OH OTpaXeH npexnae Bcero B ctatbe 25 GDPR, 3akpennsiolieil Tpe6oBaHMe 3alUTbl AaHHbIX MO 3a-
MbICIly 1 o ymonuaxuio (data protection by design and by default), v 8 ctatbe 32 GDPR, ycTaHasnu-
BaloLLE 0653aHHOCTb 06ecneunTb HaneXalnit YpoBeHb 6€30MacHOCTU C YUETOM COCTOSIHUS Tex-
HWUKM, CTOMMOCTN BHEAPEHUS, XapakTepa, 06bema, KOHTEKCTa 1 Lenein 06paboTkn®’. Haue rosops,
onepatop 06s3aH He NPOCTO NPUMEHUTb Habop Mep, a 060CHOBATb, NOYEMY UMEHHO TaKoW Habop
ABNAETCA LOCTATOUYHBIM U NPONOPLUOHANBHbIM PUCKAM.

Cratbs 10(2) AkTa 06 W pa3BuBaeT 3Ty NOTMKY NPUMEHNTENBHO K BbICOKOPUCKOBBIM MN-cucTemam:
npoBaiiaepbl 0653aHbl He TONbKO 3alNILATh AaHHble, HO U hopManu30BaTb ynpasneHue obyuato-
wummn Habopamu (data governance), JOKYMEHTUPYA UX NPOUCXOM/EHME, KAUeCTBO, Penpe3eHTaTus-
HOCTb 1 OTCYTCTBME CUCTEMATUUECKUX UCKAXEHNI®. Tem cambim AKT 06 U cmewwaeT dokyc ¢ nHAm-
BUYanbHOro pucka (noruka GDPR) Ha pUCK anropuTMINYECKOro BO3AECTBUA Ha rPyNmbl v 061ecTBO
B LIeNOM: HenpaBuIbHO 06YUeHHas MOJeb MOXET NPUBOAUTD K JUCKPUMUHALMM, OLINOKAM B LOCTY-
ne K coLanbHbIM YCnyraM, KpeauTosaHuio, 3apasooxpaHennio (Novelli et al., 2024, p. 8). Mo3tomy
COpa3MepHOCTb 3[1eCb UMEET fiBa KPUTEPUA OLEHKU: C NO3MLMK CTAHAAPTa OXPaHbl NPaB CybbekTa
nepcoHanbHbix AaHHbIx (DPIA no cT. 35 GDPR)® 1 pucka HapyleHna ocHoBHbIX npas (FRIA) B ayxe
Xaptun EC 06 0CHOBHbIX npaBax®.

ba30BbIM MPUMEPOM COPa3MEPHON Mepbl BbICTYMAET MCEBAOHNMU3ALMA COMMACHO CT. 4(5)
GDPR®. OHa no3BONAeT OTACNUTL UAeHTU(UKaTOPbl (PUNO, NacnopTHbIe faHHble, KOHTAKTHYIO UH-
(hopMaLmio) OT OCTaNbHOW YACTI 06YYAIOLIEr0 HABOPA, COXPAHNB BO3MOXHOCTb KOHTPONMPYEMOrO
BOCCTAHOBNEHUS NINYHOCTI Yepe3 OTAENbHbIA KoY B 3alUMLEHHON CUCTEME YNpaBNeHUs Kitoua-
Mu. OiHAKO MEXAYHApPOAHbIN cTaHAApT ISO/IEC 27559:2022 cnpaBeannBO YKA3biBAET, UTO OfHON
NCceBAOHUMMU3ALNN HELOCTATOUHO: NPU 06bEAUHEHNN Pa3HbIX HAOOPOB JAHHBIX COXPAHAETCA PUCK
(hoHoBOI feaHoHumm3aumn (background re-identification), koraa nULO MAEHTUDULMPYETCA NyTem
COMOCTABNEHUSA NCEBAOHNMN3NPOBAHHDIX 3aNMCEN C BHELIHUMU UCTOUHUKAMU®, T103TOMY NCEBAOHU-
MU3aLMA PacCMATPUBAETCA KaK HEOBXOAMMAs, HO He OCTaTOYHAA Mepa W A0MKHA JONOMHATLCA MU-
HUMU3ALMEN, YKPYNHEHNEM PeAKNX COUETAHUIA U KOHTPONEM A0CTyNa.

[ns cnewmanbHbiX Kateropui AaHHbIX (CT. 9 GDPR)® 1 BbICOKOUYBCTBUTENbHbIX 06YUAIOUIMX HaA-
60poB yCUNUBAETCA ponb dughhepeHyuanbHol npueamHocmu®. B nutepatype AaHHbIA nopxon
¥ Ibid. at 48, 51-52.

8 Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57.

®  General Data Protection Regulation, 2016 0.). (L 119) 53.

% Charter of Fundamental Rights of the European Union, 2012 0.J. (C 326) 407.

% General Data Protection Regulation, 2016 0.). (L 119) 33.

2 International Organization for Standardization. (2023). ISO/IEC 42001:2023: Information technology — artificial
intelligence — management system. https://www.iso.org/standard/81230.html

% General Data Protection Regulation, 2016 0.). (L 119) 38-39.

% CM. noppo6Hee 0 AudepeHLnanbHo NPUBATHOCTY NPeAbIAYLLAN Pa3aen HACTOALLEN CTaTby.
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ONUCLIBAETCA KaK MPeanouTUTENbHbIN AN CyYaeB, KOFa OfHOT0 06e3N1UUNBAHNA HEAOCTAaTOUHO
NS CHIDKEHNA PUCKA BbIBOAUMOCTY CBEGHUI 0 cybbekTe (T eCTb KOraa no pesynbratam 06paboTKu
COXpaHAETCA BEPOATHOCTb BOCCTAHOBMUTb CBA3b C KOHKPETHbIM IMLOM NGO U3BNEUb O HEM YYBCTBYU-
TenbHyto nHdopmauuio) (Arasteh et al., 2024, p. 2; Liu et al., 2024, pp. 737-738). C npaBoBO TOUKM 3pe-
HUA HACTPOKA UCMOMb3YeMOro MeXaHU3Ma U 06bemMa BHOCUMOWN CNyYanHOCTM 06pa3yeT BOMPOC Co-
pa3MepHOCTY: He0CTAaTOYHAA CTENEHb YCUNEHNS 3aLLMTbl AenaeT Mepbl hakTMueckn popmanbHbIMI
(pesynbTaTbl OCTAOTCA CTATUCTUYECKM PA3NMUNMbIMU B 3aBUCUMOCTM OT YUaCTUA KOHKPETHOI 3anu-
Cn), TOFa Kak upe3smepHoe YCUNeHNe MOXET CYLIeCTBEHHO YXYALWNUTb KauecTBo Mogeny (ysenuuntb
OWNGKY, CHU3UTb YCTOMYMBOCTD M MPUBECTM K HEPAaBHOMEPHOMY POCTY OLIUOOK ANs OTAENbHbIX Fpynn
Cy6bEKTOB, UTO MOBbILIAET PUCK AUCKPUMUHALIMOHHBIX UCXO0B). NS HE6OMbLIMX BbIGOPOK 1 PEAKIX
cnyyaes (Hanpumep, penkux 3a60neBaHnit) 3To TPeBYET NPOBEEHUA OTAENbHOM NPOLEYPbI OLEHKN
BO3/1eMCTBUA Ha 3awWwuTy AaHHbIX (DPIA) ¢ dukcameli Toro, nouemy BbibpaH UMEHHO JaHHbIA CNOCO6
YCUNEHUA 3aLUTbI U KaKM 06pa3oM OLEHEHO ero BAUSHUE Ha TOUHOCTb, YCTOMUMBOCTb M NOTEHLN-
aNbHbIe ANCKPUMUHALMOHHDBIE 3hheKTbl.

CnepyrowWwmin cNon copa3mepHbIX Mep CBA3aH C KNacCMueckumn cpefctBami MHOPMALLMOH-
HOW 6e30MacHOCTU: KOHTPONEM A0CTYNa, PONEBbIMA MOAENSMU U WdpoBaHNeM. MpUHLMN Hau-
MeHblnx npusunerui (least privilege) npeanonaraert, uto pa3paboTunK, AaTa-CaueHTUCT UK aAMNU-
HUCTPATOP MOMYYAOT AOCTYN TONbKO K TEM [aHHbIM, KOTOpble UM [eWCTBUTENbHO HEOBXOAMMbI
AnA BbinonHeHus 3agaun (Menges et al., 2021, p. 2). Cratba 32(1) GDPR npsAMO Ha3blBaeT cpean mep
wndposaHme®, obecneunsarlee 3aWnUTy OT HECAHKLMOHMPOBAHHOTO AOCTYNA KaK NpKU KOMMpo-
MeTaluu MHAPACTPYKTYpbI, TaK U Npu nepexsate Tpaduka®. [ns BbICOKOPUCKOBbIX CUCTEM [06aB-
NAKOTCA annapaTHble TeXHONOrNK, Hanpumep 6Ge3onacHbie aHKNaBbl”. OHW 0COBEHHO aKTyaNbHbI
AN MEANLMHCKNX, BUOMETPUUECKMX U UHBIX UYBCTBUTE/bHbIX CLLEHAPUEB, rae KOMNPOMETaLus 06y-
ualoLLero KOHTYpa NpuBoauT K Heobpatumomy yuiepby (Novelli et al., 20244, p. 7; Novelli et al., 2024b,
pp. 5-6; Basdekis et al., 2023, p. 2)*%.

OTfeNbHbIA KNacc apxuTeKTYpHbIX Mep COpa3MepHOCTM CBSI3aH C COKpalieHuem o6bema nepe-
[iaBaeMbIX AaHHbIX 33 CUET U3MEHEHUs Camoro npouecca obyuenus. GegepaTuBHOE M pasfenbHoe
06yueHne® yacTo No3ULMOHMPYETCA KaK pelieHne npobnem KoHduaeHumanbHoctu (Haripriya et al.,
2025, pp. 10-11; Pham et al., 2023, pp. 988-989). OnHako C TOUKN 3peHns GDPR u Akta 06 NI 3T
ApXMTEKTYpbl He CHMMAIOT 06S13aHHOCTb MO OLEHKE PUCKOB, @ ULIb CMELWAKT ee B APYryo nnoc-
KOCTb. Kak MmokasblBaloT UCCNe0BaHUA MO UHBEPCUU rpaanenTos (gradient inversion), npu Heno-
CTaTOYHO 3alLMLEHHON arperaLyit 06HOBNEHN BO3MOXHO BOCCTAaHOBNEHUE UCXOHBIX NPU3HAKOB.
CnepoBaTtenbHo, rpafueHTbl U OBHOBNEHUS BECOB [OMKHbI PAcCMATPUBATLCA KaK MOTEHLManb-
Hble NMepCoHanbHble faHHble, @ NpUMeHeHue denepaTuBHOrO 0byueHUs — conpoBoxaaTbcs DPIA
W, NpU BbICOKOPUCKOBBIX cLieHapusax, FRIA. Copa3mepHblit HA6op Mep B 3TOM KOHTEKCTe BK/OUaeT
06pe3Ky IKCTpeManbHbIX rPafueHToB, NPOTOKOMbI 3aLMULEHHON arperaLum, UCKIUaloLen aHann3
0OHOBNEHNIA NO OTAENbHbIM KNMEHTAM, @ NpU HE06X0AMMOCTU — KpunTorpadulueckne MexaHu3mbl,
BK/TI0Yas rOMOMOPHOe WindpoBaHue.

% Encryption — 3awuTa faHHbIX NPY XPaHEHNM U Nepegave.

% Ibid. at 51-52.

" Secure enclaves — n3onupoBaHHble 06M1aCTV NAMATH, BHYTPU KOTOPbIX BbIMOMHAKTCA BbIYUCAEHUSA C AAHHBIMI 1 Napa-
MeTpami Mofienu 6e3 LoCTyna co CTOPOHbI OCTANbHOM CUCTEMBI.

% Krause, D. (2024). Addressing the challenges of auditing and testing for Al bias: A comparative analysis of regulatory
frameworks. SSRN. https://doi.org/10.2139/ssrn.5050631

% Split learning — pa3peneHne MOAENM Ha NOKANbHYIO U CEPBEPHYIO YaCTH.
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B npakTuueckom ynpasneHuu puckamu BbI6Op COUYETAHUA MEP HE MOXET 6biTb MPOU3BOMbHbIM.
OpraHusaumum, pabotalowme € BbICOKOPUCKOBbIMK WN-cuctemamu, BbICTPAMBAKOT MHOTOYPOBHE-
BYI0 MOJie/b aHanu3a yrpo3, Onupasch Ha yYeTbipe 6a30BbIX NapameTpa: TUM U UYBCTBUTENbHOCTb
AaHHbIX, MacWTab W KPUTMYHOCTb MpOeKTa, NPOoUNb MOTEHLMANBHOTO HAPYWUTENS U 3KOHOMMU-
yeckyl onpasAaHHOCTb Mep. Ecnu 06pabatbiBalOTCA CneunanbHble KaTeropuu AaHHbIX B Kpyn-
HbIX MACCMBaX, PUCK anpuopy OLEHMBAETCA KaK BbICOKMIA, UTO BNeUeT 06513aHHOCTb NpoBeaeHus DPIA
(cT. 35 GDPR)™™ 1 3auacTyio FRIA, @ TakKe NpUMeHeHIst HECKObKMX YPOBHE 3aLuTbl OfHOBPEMEHHO:
OT MCEBAOHUMM3ALMN W CTPOrOro pasrpaHuueHus focTyna Ao AudhepeHunanbHoin NpruBaTHOCTY,
3aLUMILEHHON arperauum 1 annapaTHbIX aHKNABOB. N5 06€3MYEHHbIX UMW HU3KOUYBCTBUTENbHbIX
HabopPOB A0CTATOUHO 6A30BOrO WN(POBAHIAA 1 PONEBOI MOAENM AOCTYNA NPU YCNOBMM, UTO COXPa-
HeH PUCK-OPUEHTUPOBAHHBIN NOAXOA.

Mpyn MHbIX NOAXOAAX 3TA NOTUKA MHCTUTYLMOHANN3MUPYETCS uepe3 JopManbHbie pamku ynpas-
NieHns puckamu. [lokymeHTbl U3 cuctembl aktos NIST IR (NIST Incident Response), BKntouas IR 8286C,
XOT U NOTEPANM O(ULMANBHBIA CTATYC, AEMOHCTPUPYIOT NONE3HYI0 METOA0NOTMIO: YTPO3bl CBOAAT-
€A B €QWHBIN PeecTp, KXo NPUCBAMBAETCS YPOBEHDb PUCKA, @ MEPbl 3aLUTbl NPUBA3bIBAIOTCA 04-
HOBPEMEHHO K 6U3Hec-LiensiM 1 HOPMATMBHbIM TpeboBaHMAM™'. B eBPONEenCKOM KOHTEKCTe aHano-
TUUHYI0 DYHKLMIO HAUMHAET BbINONHATL ISO/IEC 42001:2023 — CTaHAAPT cuCTeMbl ynpasneHus NN,
BCTPauUBaloOWWi PUCK-OPUEHTMPOBAHHOE MbllneHue (risk-based thinking) n HenpepbiBHOE ynyuLe-
HUe B npoLecchl pa3paboTkm u 3kcnnyatauuu N, B pesynbtate NpUHLMN COPA3MEPHOCTM nepe-
CTaeT 6bITb A6CTPAKTHbIM 1 NPEBPALLAETCS B YNPABNEHUECKYI0 MPAKTUKY: PUCK MAEHTUdMLMpPYETCS,
OLEHNBAETCA U «3aKPbIBAETCA» JOKYMEHTUPOBAHHbIM HA6OPOM Mep.

Qi ynopagoueHus NpuUMeHeHNs 3aluTHbIX CPeACTB opraHu3auum, pabotawowme ¢ 0byyeHn-
emM Mogenel, kKak npasuno, GopMUpPYIOT ABA CNOA AOKYMeHTaLmMu. MepBbii — MaTpULA PUCKOB,
B KOTOPOW KaTeropuaAM pucka (HU3KWIA, CpesHuii, BbICOKMIA) COOTBETCTBYIOT 0693aTeNbHble KOM-
OUHALMM TEXHUYECKNX U OPTraHU3aLMOHHBIX Mep: OT NCeBAOHMMM3aLMN 1 6a30B0ro WihpoBaHUA
A0 andhepeHUManbHOn NPUBATHOCTY, 3aLLMLLEHHON arperauuu n UCnoNb30BaHMsA annapaTHbIX
aHKNaBoB. BTOpoil — cneuManu3MpoBaHHAA NPoLesypa OLEHKNW PUCKOB 06yueHus Mmopenen
(training DPIA), rae yCTaHaBAMBAIOTCA KPUTEPMM 3aMyCKA OLEHKM, TOPOrOBbIe 3HAUeHUs AnA Bbl-
COKOr0 pUCKa, ponn yYacTHUKOB U B3aMMOCBA3b Mexay DPIA, FRIA n Tpe6osaHusmu Akta 06 NI
K ynpaBneHunio AaHHbIMU.

B COBOKYMHOCTM Takue mepbl QOPMMPYIOT COFNACOBAHHBIA KOHTYP 3aLiuT, B KOTOPOM MCeB-
AOHUMU3ALUA U MUHUMU3ALMSA BbICTYNAlOT 6a30BbIM YpoBHeM, AutepeHunanbHas npuear-
HOCTb M apxuTekTypHble pewenns (hesepatusHoe | paspenbHoe obyueHne) — ycunexuem
ANs YyBCTBUTENbHbIX CLLEHApUEB, @ KpunTorpaduyeckne 1 annapatHble MeXaHU3Mbl — YPOBHEM
AN KPUTMYECKN BaXHbIX cUCTeM. MPUHLMA COPa3MePHOCTU B 3TON MOJENM 03HAUYAET He 3KO-
HOMMIO Ha 3alLnTe, @ 0683aTeNbHOCTb BbIGOPA N JOKYMEHTUPOBAHNA UMEHHO TeX Mep, KOTopble
afleKBaTHbI XapakTepy AaHHbIX, LenaM 06yueHus 1 TAKECT BO3SMOXHBIX NOCNEACTBUI ANs (yH-
JAaMeHTaNbHbIX Mpas.

0 General Data Protection Regulation, 2016 0.J. (L 119) 53.

W Quinn, S., Ivy, N., Barrett, M., Witte, G., & Gardner, R. K. (2022). Staging cybersecurity risks for enterprise risk management
and governance oversight (NIST Interagency Report No. NIST IR 8286C-upd1). National Institute of Standards and Technol-
ogy. https://doi.org/10.6028/NIST.IR.8286C-upd1

2 nternational Organization for Standardization. (2023). ISO/IEC 42001:2023: Information technology — artificial intelli-
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KomnnaeHc no xusHexHomy uukny UH-moaenu

Kn3HeHHbIR uukn kpynHoi W-mogenn (large-scale Al model), T. e. IPOrpaMMHOI CUCTEMbI, UC-
NOMb3YioLLEi METOAbl MALIMHHOTO 06YUEHUS U UMEIOLLEI NApaMEeTPUUECKIIA MACLITab He HIKe MUn-
NMAPAHOro NOpAAKa, BKMIOUYAET HECKOMbKO KNIOUEBbIX 3TAanoB, Ka/blil U3 KOTOPbIX UMEeT CaMoCTo-
ATeNIbHOE NPABOBOE 3HAUeHNe.

Mpexpe Bcero onpefensiTca Lenb U cepa npumeHeHns mogenu. Mo cytu, peub uget o op-
MYNMUPOBAHNK 33fiaul, paan KOTOpoi co3aaetca unu apantupyetca UN-cuctema: K npumepy, aHa-
NU3 MeANLNHCKMX N306paXKEeHNi, 06pabOTKa eCTECTBEHHOTO A3blKa, KPeANUTHbIA CKOPUHT, MPOrHO3M-
poBaHue (HMHAHCOBbIX PUCKOB W T. M. B OpUANYECKON NNOCKOCTU 3TO COOTBETCTBYET YCTAaHOBNEHNIO
Lenu 06paboTKM NepcoHanbHbiX AaHHbIX B cMbicne cT. 5(1)(b) GDPR™: guarHoctuueckue, 06pa3osa-
Te/NbHble, yNpaBNeHUeCKne, CePBIUCHbIE NN UHbIE 33/1auk, NOANEeXalLMe NoCenyoLWemMy JOKYMEHTH-
pOBaHIIO B NONUTUKE 06pPabOTKM 1 OLLEHKe BO3[eNCTBUSA (c no3vumii DPIA, FRIA n Axta 06 1I1).

Ha cnepyiollem 3tane pa3paboTunk BbiGUPAET apXUTEKTYPHbIA MOAXOA: UCMONb30BaTh Yke Cy-
LEeCTBYIOLYI0 Mofienb (1006yueHre UMEKLLECS apXUTEKTYPbl HEMPOHHOI CETU UM UHOW MOZENnN)
nM60 NPOEKTUPOBATL U 06yUaTb MOAENb C HYNA'". OT 3TOro pelleHns 3aBUCAT COCTaB AaHHbIX, 06beM
BbIUMCNEHNIA M HABOP IOPUANYECKMX PUCKOB: NPU A006YUEHUN HEM36EXHO BCTAeT BONPOC O NOBTOp-
Hoil 06paboTKe paHee CO6PaHHbBIX NEPCOHANbHbIX AaHHbIX, TPU 06YUEHIM C HYNA — O NPaBOMEpPHO-
CTU U3HAYaNbHOTO CH0pa M MACLITabax BbIGOPKU.

[lanee cnefyet 3tan c6opa W NOATOTOBKM 06yuatolLMx AaHHBIX'®. Ha 3Tol cTaguu dopmupytotcs
obyuatoLe BbIGOPKU JaHHbIX, KOTOPbIe 6YAYT NCMOMb30BaHbI AN HACTPONKI NApaMEeTPOB MOAENU.
Ha npakTuke 310 03HauaeT arpernpoBaHne 06bEMHbIX MACCUBOB JAHHbIX U3 OTKPbITbIX MCTOUHMKOB,
Ny6MMYHbIX PEECTPOB, BELOMCTBEHHbIX CUCTEM UN KOMMEpUeCK NPnobpeTeHHbIX 6a3. Moarotoska
BK/IOUAET OUNCTKY'®, aHHOTALMK' 1 CTPYKTYpUPOBAHUE AaHHBIX B (hOpMaT, NPUTOAHDBIA ANs 06yue-
Hua (Wang et al., 2021, pp. 776-778).

Mocne 3T0r0 HAacTynaeT cO6CTBEHHO 3Tan 0byueHus mogenu (training). B TUNMYHOM CLEHApUK
OH BKMIOYaeT npeobyueHne’™ u nocneyiolyto TOHKYI0 HACTPOiKY (fine-tuning). B xoe obyuexuns
NPUMEHSAOTCA METOAbI ONTUMM3ALMU'® U MexaHM3Mbl, NpeanonaraloLe yuactie Yenoseka, No3Bo-
nawwWme AoCTMraTb Tpebyemo TOUHOCTM U YNpaBNSAeMoCTi NoBeeH!s Moaeni.

Cnepylowmin 3tan — Banufauns W oueHka. Mof Banufaunen NOHUMAETCA NPoBepka Moaeni
Ha OTAENbHOI YaCTL AHHbBIX, KOTOPAs He MCMONb30BaNach Npu 06yueHNH, C Lenblo y6eanTbes B Kop-
PEKTHOCTM W YCTOWUNMBOCTM PaboTbl. ITan OLEHKW NpeanonaraeT YCTaHOBNEHUE METPUK TOYHOCTH
1 OWKMBOK, @ TaKKE UHBIX KPUTEPUEB KAueCTBa, TaKUX KaK MOHOTA, YCTOMUNBOCTb K «LIyMy», 8apu-
ayuu exo0HbIX OaHHbIX N Ap."° OfHOBPEMEHHO UCCNERYIOTCA CMELLeHUS, BKKOUAsA NOTEHLMANbHYI
AVNCKPMMMHALMIO MO NOAY, BO3PACTY, PETMOHY UMM UHBIM COLMANBbHO 3HAYMMBIM NPU3HAKAM.

5 General Data Protection Regulation, 2016 0.J. (L 119) 35.

1% Tak Ha3blBaemoe co3aaHue mogenu “from scratch” — nonHoe co3paHue u 06yueHue 6e3 6a30BOro NPOTOTUNA.

%5 To ectb “dataset creation and preprocessing” — dhopmupoBaHue 1 NpefBapuTeNnbHas 06paboTka faTaceta.

% Data cleaning — ypanexue fy6n1KaToB, ABHLIX OWNHOK M AHOMANNH.

W Annotation — pa3meTka AaHHbIX (QHHOTUPOBaHME): NPUCBOEHNE 06bEKTAaM B HABOpPe AAHHbIX METOK (Knaccos, Teros)
ANs 06YUEeHNs U OLEHKN MOAENH, BbIMOMHAEMOE BPYUHYIO NGO C MCMONb30BaHNEM MOYaBTOMATUUECKMX CPEACTB.

18 Pre-training — HauanbHas HaCTPOIKa MOAENM HA OUEHb BOMbLINX 1 Pa3HOO6Pa3HbIX HABOPax AaHHbIX AN HopMUPOBa-
HUA 06ILMX CNOCOBHOCTEN.

1 Optimization methods — matemaTnyeckne anropuTMbl MUHUMU3ALMK YHKLUM OLIMGKI MOgeny.

"0 Cm. 06 3TOM B NpeblAyLMX pasfenax crarby.
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3aBeplarnowyii TexHuueckinit 3ran — passepTbiBaHue /BHeapeHue mogenn (deployment) B 3kc-
nnyaTaunoHHyto cpedy. C 3T0ro MOMEHTa MOAeNb HauMHAEeT MCMOb30BaTbCA B PeanbHbiX GU3HeC-
UM yNpaBNeHUYeCKMX Npoleccax, U Ha paspaboTumka/onepatopa NOXMTCA 0643aHHOCTb MO He-
NpepbIBHOMY MOHUTOPUHIY M NepUoaNYEecKoi nepeoLieHke™ ee KauecTsa, PUCKOB U COOTBETCTBUS
HOpMaTuBHbIM Tpe6osaHuam (Wang et al., 2021, p. 781; De Silva & Alahakoon, 2022, pp. 3-4 ).

Qopmynupys uenb obyueHns WU-mogenu, Heobxoaumo cob6niofaTb NPUHUMN ee OrpaHuye-
Hua (purpose limitation). CornacHo ct. 5(1)(b) GDPR nepcoHanbHbie JaHHble A0MKHbI «CO6UPATbCA
ANA KOHKPETHbIX, ABHbIX M 3aKOHHBIX LieNen 1 He NOANEeXaT AanbHeillel 06paboTKe UHBIM 06pa3oM,
HECOBMECTUMbIM C 3TUMM LensamMmu»™™, 3T0 03HAUAET, UTo Lieb 06yUYeHUs JOMKHA ObITb 3apaHee onpe-
[eNneHa, onucaHa B [LOKYMEHTALMM W CBSI3aHA C KOHKPETHbIMYM pe3ynbTaTaMit MOfeNu; U3MeHeHue
LLenvn BNOCNeACTBUM TPeBYeT NGO HOBOTO COrnacks Cy6beKTOB NepCoHaNnbHbIX JaHHbIX, TGO MHOTO
NpPaBOBOr0 OCHOBAHMS.

AkT 06 U1 fOnonHAET 3Ty KOHCTPYKLMIO MOHATUEM «NpefHa3HaueHHas Lenb»'™, T. e. yueTom
YCNOBUIA, KOHTEKCTA U NPeCKa3yeMblX CLeHapueB npumeHeHus. [lns Bbicokopuckosbix UI-cuctem
3aKoHodatenb NpPAMO TpebyeT OonucbiBaTb W NMPUHUMATL K CBEAEHUIO BCe M3BECTHble U pasyMm-
HO Npepckasyemble CLEHApUM UCMONb30BAHUA U 3N10ynoTpebneHns. B cooTBETCTBUM €O CT. 9 AKTa
06 1111 npoBaitaep 0643aH BKMIOUMTb NPeAHA3HAUYGHHYIO Liefb B CUCTEMY YNpaBneHus puckami (risk
management system), a no60oe ee U3MEHeHUe BeYeT NOBTOPHYIO OLEHKY PUCKOB U NPK HeobXoau-
MOCTI KOPPEKTUPOBKY apXUTEKTYPbI 1 MPOLLECCOB 06YueHna™.

Hopmbl GDPR 1 AkTa 06 WU B 3TOIA uacTi cornacyiotcs: 06e cuctembl TpebyloT Npo3pauHoCcTy
1 TOUHOCTM HOPMYNNPOBAHNS Lieneid, X AOKYMEHTaNbHOrO 3aKpenneHus u nepecmoTpa npu nsme-
HEeHNUU CLLeHapyeB NCMONb30BAHNSA AHHbIX.

C60p AaHHBIX AN 06YUEHUA [OMHKEH ONUPATbCA HA OAHO U3 OCHOBAHMIA, NPenYCMOTPEHHbIX CTa-
Tbelt 6(1) GDPR: cornacue cy6bekTa (consent), ncnonnenne gorosopa (performance of a contract),
BbINONHeHMe topuandeckoi obssanHocty (legal obligation), 3awnTa XUHEHHO BaXHbIX NHTEPECOB
(vital interests), BbinONHeHMe 3a1aui B 06LECTBEHHbIX MHTEPECAX UMW NPU OCYLECTBAEHIN Ny6nuy-
HbIX nonHomounii (public task), a Takxe 3aKkoHHbI UHTepec onepatopa (legitimate interest), ecnu
OH He NnepeBeLLNBAETCA NpaBaMu 1 cBo6ofamu cybbekTa™. Hanpumep, ecnn obyueHue mogeni cBs-
3aHO C 33laYaMi YCTONUNBOTO Pa3BMTUA UMK 06LLECTBEHHOTO 3paBOOXPAHEHNS, 3TO MOXET KBanu-
(MUMPOBATHCA KaK BbINOMHEHNE 3a1auM B 061LECTBEHHbIX NHTepecax no cT. 6(1)(e) GDPR™.

Ecnu fiaHHble 6binK paHee co6paHbl AN WHON LU, NPUMEHSETCA CTaTbsl 6(4) GDPR, npeanuchbl-
BalolLaA NPOBEPKY COBMECTUMOCTU Leneit (compatibility test): aHanusnpyloTca CBA3b Mexay nep-
BOHAUa/IbHOW W HOBOW LLENAMM, KOHTEKCT C60pa, XapakTep AaHHbIX (06bluHbIE UKW CneunanbHble
KaTeropuu), BO3MOXHble NMOCNeACTBUSA ANS CY6bEKTOB U NPEeAYCMOTPEHHbIE Mepbl 3auuTbl™. MyHKT
67 npeambynbl K AKTy 06 N nofuepknBaeT HEOHXOAMMOCTb NPO3PAUHOCTI OTHOCUTENBHO UCXOAHOK
Lenu coopa u nocneayowLmx TpaHcchopmauine,

™ Re-evaluation — NOBTOpHas OLEHKA MO YCTAHOBIEHHbIM METPUKAM.

"2 bid.

" Intended purpose — 3anpoeKkTMpoBaHHas 06MacTb 1 yCnoBUA ncnonb3osanus N-cuctembl.
™ Artificial Intelligence Act, 2024 0.). (L 2024/1689) 56-57.

"5 General Data Protection Regulation, 2016 0.). (L 119) 36.

" bid.

" bid. at 37.

"8 Artificial Intelligence Act, 2024 0.). (L 2024/1689) 19-20.
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MpuHunn MuHuMmu3auun gaxubix (cr. 5(1)(c) GDPR) Tpebyert, utobbl co6Upanich TONbKO Te nep-
COHaNbHblE laHHbIE, KOTOPble EMCTBUTENBHO HEOOXOAMMbI ANS LOCTUKEHNS 3aABNEHHbIX Lenein™,
B 10 e Bpems cTaTbs 10 AkTa 06 N ycTaHaBnMBaeT TpebOBaHUe Penpe3eHTaTUBHOCTI 06yYaIoLNX
AAHHDIX, T. €. UX C6aNaHCUPOBAHHOCTI 1 OTPAXKEHMNS KIHOUEBbIX XapaKTePUCTUK LeneBoil nonynsaumm
(Hanpumep, NON0OBO3PACTHON CTPYKTYPbI, STHUUECKOrO COCTABa, reorpanyeckoro pacnpeaeneHu-
)™, Ha nepBblit B34 370 NPUBOAUT K NPOTUBOPEUMIO: MUHIMI3ALMA NPeANonaraeT CoKpalieHune
06bema [laHHbIX, @ Penpe3eHTaTUBHOCTb — paclinpeHne Habopa ANA OTpaxeHUs pasHoobpasus.
OZHaKO B COBPEMEHHON JOKTPUHE 3TW KaTeropuu pa3BOoAATCA: MUHUMU3ALMA NOHMMAETCA Kak OT-
60p TONbKO PeNeBaHTHbIX MPU3HAKOB M UCKMIOUEHNe U36bITOUHON MH(OPMaLMK, TOFAA KaK penpe-
3EHTAaTUBHOCTb — KaK 6anaHc W HenpeaB3ATOCTb BHYTPU Ve MWUHUMU3MPOBAHHOTO MHOXeCTBA
[aHHbIX. B npakTMyeckom n3mepeHmn 3To 03HauaeT, B YaCTHOCTH, BO3MOXHOCTb 1CMOMb30BaThb aHO-
HUMU3MPOBAHHbIE WUIN CUHTETUYECKME [laHHbIE ANA YBENUYeHUs pa3Hoobpasus 6e3 HapyweHus
npuHLMna muHumusaumu (van Bekkum, 2025, p. 7).

Ha 3tane cbopa aaHHbIX cTatbsl 13 GDPR 0653bIBaeT MH(DOPMIUPOBATb CYOHEKTOB NEPCOHANbHbIX
JaHHbIX O KNueBblX napameTpax 06paboTku: Lensx UCnonb3oBaHus AaHHbIX, NPaBOBbIX OCHOBA-
HUAX, CPOKAX XpaHeHs, NoayyaTensx, a Takxe o npaBax cy6bekTa (MpaBo Ha 4OCTYN, UCMpaBneHune,
ynanexue, orpaHnuenne 06paboTku u Ap.)"2. 370 MHGOPMALMOHHAA OCHOBA NPO3PAUHOCTH, 63 KO-
Topoil Nobas nocneaytoulas pabota ¢ AaHHbIMK ANns 06yueHns UU-mogenu 6yaeT puaNUYeckn yas-
BUMOM.

AT 06 UM pononHseT 3T TpeboBaHMA KOHLENLMEe NPaKTUK YnpaBneHus AaHHbIMW®, B CTa-
Tbe 10(2) AkTa 06 U npoBaiinepy BbICOKOPUCKOBOI WIA-CuCTeMbl BMEHSAETCA B 0653aHHOCTb IOKY-
MEHTUPOBATb NMPOUCXOXAEHNE AAHHBIX'Z, NCXOHYIO LeNb UX CO0pa, MPUMEHEHHbIE METOAbl OUNCTKY
(data cleaning) v pa3metku (data labelling / annotation). B TexHuueckoit fOKyMeHTaLun (Mpunoxe-
Hue Ill k AKTy 06 NI1"*) gonHbl 6bITh OTPaXXeHbl ncnonb3yemble faTaceTbl, npoLeaypbl NOArOTOBKM
1 NPOBEPKM, YTO NMO3BONAET KOHTPONUPYIOWMUM OPraHam OLLEHUTb Kak KauecTso, Tak U npaBoMep-
HOCTb NOArOTOBKM 06YYaIOLLEro MaccmBa.

TpeboBaHue CT. 5(1)(c) GDPR 0 MUHMMU3ALWN aHHDIX B KOHTEKCTE 06yueHus U-mopeneil o3Ha-
yaet 0643aHHOCTb onepatopa (controller) 060CHOBaTb BLIGOP KAKAOrO BMAA AAHHBIX'Z. Onepatop
AOMKEH NPOAEMOHCTPUPOBATb, NOUEMY MMEHHO TaKoW HA6Op NPU3HAKOB HEO6X0AMM ANA [OCTUXe-
HUs 3aABNEHHON LeNn 1 YTo 06beM faHHbIX COOTHOCUTCA C KpUTeprueM HeobXOANMOCTH, a He C Tex-
HUYECKUM YAO0OCTBOM MO NPUHLMMY «UeM BONbLIe, TEM yuLe»,

C apyroii CTOPOHBI, cTatbal 10(3) AKTa 06 MW BBOAUT KpUTEPHIA penpe3eHTaTUBHOCTU U 4OCTOBEp-
HOCTU 06yualoLIMX N BANWAALMOHHBIX AaHHbIX (representativeness and accuracy): ucnonb3yemble
Habopbl AOMKHbI 3leKBATHO OTPAXATb LiENEeBYI0 NONYNALMIO, UCKIIYATb CUCTEMATUYECKME OWNOKY
1 06ecneunBartb CTaTUCTUYECKYI0 NPUTOAHOCTb MOAeNu. 3fecb NPOABNAETCA pa3nuumne B N0ruKe Tpe-
60BaHUN: Penpe3eHTaTMBHOCTb NPEANONaraeT WMPOKMIA OXBAT 1 PasHOOOPa3mMe AaHHbIX, @ MUHU-
MU3aLMA — UX COKpaLLeHue. MpaBoBOM NOAX0ZA NO3BOMSET COMMACOBaTh 3TU TPebOBaHMA: onepaTop
(uKcnpyet B fOKyMeHTauuu (oTueTax no pesynbratam DPIA; TexHUueckux otuetax no Akty o6 Ui),

" General Data Protection Regulation, 2016 0.J. (L 119) 35.

- Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57-58.

m  General Data Protection Regulation, 2016 0.J. (L 119) 40-41.

2 Data governance practices — NpakTUKN YNpaBNeHNs KauecTBOM, TPONCXOXAEHUEM 11 6€30MACHOCTbIO JaHHbIX.

W To ecTb “data provenance” — WCTOUHMK 1 CNOCO6 NonyueHus aaHHbix. Cm.: Artificial Intelligence Act, 2024 0.). (L 2024/1689) 57.
w - Artificial Intelligence Act, 2024, annex 11, 0.J. (L 2024/1689) 127-129.

5 General Data Protection Regulation, 2016 0.). (L 119) 35-36.
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YTO 06BEM JAHHBIX MUHUMANIEH C TOYKMN 3PEHUS NPAB CYObEKTA, HO AOCTATOUEH 1Sl CTAaTUCTMUECKOM
YCTONYMBOCTM U HEAMCKPUMUHALIMI. BanaHc AOCTUrAETCSA, B YACTHOCTH, Uepe3 UCKIUEHIe SBHO He-
peneBaHTHbIX NPU3HAKOB; YKPYMHEHWE 1 arpernpoBaHue UyBCTBUTENbHbIX AAHHbIX; UCMOMb30BaHNe
AQHOHMMW3ALLMM U CUHTETMYECKOW FeHepaLun Ans paclumperns Bbi6opkn 6e3 yBennueHns oobema
MepcoHanbHbIX AaHHbIX (Laato et al., 2022, p. 4).

Cam npouecc obyueHns mogeneit B npase EC paccmaTpuBaeTcs Kak HenmpepbiBHas 06pa-
60TKa NepcoHanbHbIX AaHHbIX (continuous processing). 3To 03HauaeT, uUTo Ha ObyuyeHue uenu-
KOM pacnpoCTpaHATCA 6a30Bble NPUHLUMBI N NpaBa cOrnacHo GDPR: 3aKOHHOCTb 06paboTKM
(lawfulness) (cT. 6)'? uenesoe orpaHuueHne U MuHumusauua (purpose limitation u data
minimisation) (ct. 5)'7, o6ecneuexmne 6esonacHocTu (security of processing) (ct. 32)'%, a Tak-
e CneunanbHble npaBuna NpoGuAMPOBaHUA U ABTOMATU3MPOBAHHOTO MPUHATUA PeLIeHiA
(profiling and automated decision-making) (ct. 22). Ecniu uToroBaa mofenb WUCMONb3yeTca
ANA NPUHATUA PeWeHNi, 3aTparnBatLux npasa cy6bekToB (Hanpumep, oTkas B KpeauTe, Npu-
eMe Ha paboTy, A0CTyne K ycnyre), BO3HUKAET AONONHUTENbHAA 0643aHHOCTb MH(OPMUPOBATH
0 Nnoruke 1 nocneacTeusx 06pa6otku (ct. 13 u 22 GDPR)™ n obecneunBatb BO3MOXHOCTb Ueno-
Beueckoro BMmewarenbcTsa (human intervention).

CraTbst 9 AkTa 06 U1 gononHAeT 3Ty KOHCTPYKLMIO TPEGOBAHMEM K CUCTEMHOMY YNpPaBNEHUIO pUC-
Kamu™. OHO [OMKHO HOCUTb MOCTOSHHbINA, LMKAMYHBIA M JOKYMEHTUPOBAHHDIA XapaKTep M OXBa-
TbIBaTb BECb XM3HEHHbIA LKA WA-cucTembl: OT NPOEKTUPOBAHUA 1 06yYeHUs A0 3KCInyaTaLun
1 NOCTPLIHOUHOTO MOHUTOPUHTA. OCOBbII AKLEHT IeNAETCA HA PUCKaX AMCKPUMUHALLMM U CMELLEHWS
AAHHDBIX. Y)e Ha CTafuu NPOEKTUPOBAHUS U 06yYeHUs NpoBaiifep 0653aH BbIABAATL Takue PUCKM
W TPUHUMATb Mepbl MO UX CHIKEHUIO™

C 3o Lenblo cTaThsl 11 AkTa 06 U™ u npunoxeHue Il kK Hemy™ 3akpennaT 0693aHHOCTb BECTH
NOAPOGHYI0 TEXHMUYECKYI0 JOKYMEHTALMIO, TAe (UKCMPYIOTCA apXUTEKTYpa CMCTEMbI, MCMONb3yeMble
AaTtaceTbl, KpUTEPUM OTO6OpPA AAHHDBIX, MPOLECCHl OUNCTKM 1 MPOBEPKM, NPOTOKOMbI TECTUPOBAHUS,
METOAbl NPELOTBPALLEHUS NPEAB3ATOCTM W pe3ynbTaTbl OLEHOK. Takas [OKYMEHTALMs YaCTUYHO
nepecekaetca no YHKUMAM C peecTpamu onepauuit 06pa6oTku no ct. 30 GDPR™, uto no3sonsiet
BbICTpaMBaTb eANHYI0 CUCTEMY KOMMNAGHCA: Of{HA YaCTb 3an1cen OPUEHTUPOBAHA Ha Haf30p No Nn-
HWW 3aLLMTbI AAHHbIX, APYras — Ha KOHTPOb COOTBETCTBUSA AKTy 06 U

MPUHLUMN 3aLWMTbI AAHHBIX NO 3aMblCy M NO ymonuaHuio (cT. 25 GDPR) Tpebyet ot nposaiige-
pa MCKYCCTBEHHOTO WHTENNEKTa BHEAPATb TEXHUUYECKNE 1 OPraHN3aLMOHHbIE MepbI eLle Ha CTafui
06yueHus: wudposaHue (3awWnTy AAHHbIX KPUNTOrpadhueckKMMU METodamu), NceBoHUMU3ALMIO
(3ameHy uaeHTMGUMKATOPOB ToKeHamu), AndidepeHuManbHyld NPUBATHOCTL (KOHTponMpyemoe

6 |hid. at 36-37.

7 hid. at 35-36.

2 |bid. at 51-52.

- |bid. at 46.

B0 |bid. at 40-41.

B Artificial Intelligence Act, 2024, annex Ill, 0.). (L 2024/1689) 56-57.

3 Slattery, P, Saeri, A. K., Grundy, E. A. C., Graham, ., Noetel, M., Uuk, R., Dao, J., Pour, S., Casper, S., & Thompson, N. (2024).
The Al Risk Repository: A Comprehensive Meta-Review, Database, and Taxonomy of Risks from Artificial Intelligence.
https://doi.org/10.48550/arXiv.240812622

W Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 58.

B |bid. at 127-129.

5 General Data Protection Regulation, 2016 0.J. (L 119) 50-51.
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BHECEHME «LIYMay», UCKMIOUAIoWero BblAeneHne YenoBeka B Habope JAaHHbIX), a TakKe npoLeaypbl
«MALNHHOIO pa3yunBaHUA» (LeneHanpaBneHHoe UCKNIUYEHNE ONPeeNeHHbIX aHHbIX U3 06yueH-
HOW Moaenu)™. 3T Mepbl AOMKHbI 6bITb COPA3MEpPHbI PUCKY U YBA3AHbI C TPE6OBAHNAMY CTaTby 32
GDPR, npennucbiBatoLLel YunuTbIBaTb COCTOAHMUE TEXHIUKM, CTOMMOCTb BHEAPEHUS, XapakTep, 06bem
1 KOHTEKCT 06paboTKn™.

AKT 06 W1 He BCTynaet ¢ 310/ NOruKOW B NPOTUBOpPeUNe, a ycunusaert ee: cratba 10(2)(f), (g)
NPAMO yKa3biBaeT Ha HEOOXO[MMOCTb NPOBEPKN 06YUAIOLINX AaHHBIX HA OTCYTCTBUE HE3AKOHHOM
NPeAB3ATOCTI U HECOOTBETCTBYIOWMX CMEWEHN™, a TakKe Ha COrNacoBaHMe Takux NpoBepok
C NPUHLUNAMK W NYHKTaMKU npeambynbl GDPR, BKntouas n. 67 0 Npo3payHOCTU U NoJJepKaHNUN
aKTYaNIbHOCTU AAHHbIX™,

Oco6oe 3HaueHune umeet ctatba 10(5) Akta 06 WU, gonyckalowas MCNOAb30BaHWE CrieLnab-
HbIX KaTeropuit aHHbIX (UyBCTBUTENbHbIE JAHHBIE O 310POBbE, BUOMETPUM, YORXKACHNAX U T. N.)
AN YCTPaHEeHNs cMelleHUn B obyueHun™ . GopmanbHO 3TO BCTynaeT B NPOTUBOpEUME CO CTa-
Tbel 9 GDPR, ycTaHaBnuBalowWen 06N 3anpeT Ha 06paboTKy Takux AaHHbIX™. OgHako AKT 06 UN
BBOAUT KOHKPETHbIE YCNoBus B cMbicne ctatbi 10(5)(a), (b), (e): oTcyTCTBUE MEHee MHBA3UBHOW anb-
TePHATUBbI, NPUMEHEHIE YCUNEHHbIX Mep NCEBAOHUMU3ALNY U JPYTX METOL0B 3aLUMnThI, yaaneHue
JaHHbIX CPa3y nocne BbINONHEHNs KoppekTupyiollei 3afaun. C NnpaBoBOI TOUKN 3PEHUA AaHHYI0
HOpMY CnefyeT paccMaTpuMBaTh Kak y3Koe MCKNYeHne, KoTopoe JonyCcTUMO TONbKO NpU 04HOBpe-
MEHHOM BbIMONHEHUM YcnoBuii cT. 9(2), (4) GDPR™ n goKymMeHTanbHOM 060CHOBaHNM B DPIA 1 Tex-
HUYECKOW JOKYMEHTaLMN. ITO 03HAUAET, YTO NPUBNEUEHNE YUYBCTBUTENbHBIX NPU3HAKOB AOMYCTUMO
UCKNIOUNTENBHO B PEXUME MUHUMANbHO HEOHXOAMMOr0 BMELIATENbCTBA W NOJ, MOCTOAHHbBIM KOHTPO-
nem perynatopa W BHYTPEHHMX OpraHoB KOMMaeHca.

HakoHeLl, f0Ka3aTenbcTBa CO6MI0AEHUA YKa3aHHbIX HOpPM (hOPMUPYIOTCA B eMHONA CUCTEME [i0-
KymeHTauuu. GDPR TpebyeT BefieHns peecTpos onepauuii 06pa6oTku (cT. 30)", pernctpauumn uH-
LNEHTOB 1 YBEAOMNEHUI (cT. 33-34)" DPIA n conyTcTByoWwmUx otueToB. AKT 06 U npeanucobiBa-
€T XPaHUTb NPOTOKONbI TECTOB, NOMN KAuecTBa, OTUETbI 06 OLEHKE PUCKOB U TEXHUYECKOE [OCbe™™,
B COBOKYNMHOCTM 3TN AOKYMEHTbl COCTaBAAT KOPMYC AOKa3aTeNbCTB 3aKOHHOCTW WU NPO3payHOCTy
06yueHus. Ha npakTMke onpasfaH NOAX0A, NPU KOTOPOM TEXHUYECKAs AOKYMeHTaLus no ATy 06 UK
VHTErpupyetcs ¢ JokymeHtamu no GDPR (nonuTnKamu 06paboTku, DPIA, peectpamu onepaumﬂl), 06-
pa3ys CKBO3HYI0 CMCTEMY OTUETHOCTM M NOBbILas foBepue K N-cucteme co CTOPOHbI perynaTopos,
MapTHepPOB 1 NONb30BaTENEA.

Mpwn Banugauumn (TeCTmpOBaHMM) mogenu GDPR npofonXaeT AeicTBOBaTb B MOMHOM 06beme.
Ecnn BanuaaLmoHHble U TeCTOBblE HAOOPbI COAEPKAT NEPCOHaNbHbIE AaHHbIE, UX 06PAOOTKA JOMK-
Ha ONMpaTbCs Ha NPaBoOBOE OCHOBaHMe (cornacue, OroBOp, 3aKOHHbIN UHTEPEC U T. 1.) U COOTBET-
CTBOBATb NMPUHLMNAM MUHUMU3ALNN U LENEeBOr0 OrpaHNYeHUs. Ha 3TOM CTaaun 0CO6EHHO BaXKHa

36 General Data Protection Regulation, 2016 0.). (L 119) 48.

B |bid. at 51-52.

B Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 57.

% General Data Protection Regulation, 2016 0.J. (L 119) 13.

w0 Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 58.

" General Data Protection Regulation, 2016 0.). (L 119) 38-39.

“ - |bid.

™ |bid. at 50-51.

% |bid. at 52-53.

s Artificial Intelligence Act, 2024, annex 11, 0.J. (L 2024/1689) 127-129.
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OLLEHKA PUCKOB AUCKPUMUMHALIMN: B COOTBETCTBUM CO CT. 13(2)(f) GDPR KoHTpOnep 06s3aH 3apaHee
NHGOpMUPOBATb Cy6HLEKTOB O BO3MOMHbIX NOCNEACTBUAX aBTOMATU3MPOBAHHOIO NPOrHO3MPOBaHMS
1 pUCKax ans ux npas u cBO6OA™S.

Cratbsa 10(2), (3) Akta 06 UK NpeanucbiBaeT, YTo6bl BaNnuAaLMOHHbIE HAGOPbI 06NaAaANN TeMU Xe
KaueCTBEHHbIMI XapaKTepPUCTUKaMI, UTO 1 0Byualole: peneBaHTHOCTbIO (CBA3b C 3aJauel), penpe-
3EHTaTUBHOCTbIO M CNOCOBHOCTbIO 06eCneunBaTh NPOBEPKY TOUHOCTI 1 YCTONUMBOCTY Mogenu'™. 310
03HAYaEeT, UTo TECTUPOBAHME AOMKHO BbITb CIPOEKTUPOBAHO, UTOObI BbISABAATL CMELLEHUS 1 OLINOKN,
a pe3ynbTatbl [OMKHbI PUKCUPOBATLCA B OTUETAX M NOFaX AN Leneil Haa30pa, ayauTa 1 NoaTBepxe-
HUS COOTBETCTBUA KaK AKTy 06 I, Tak n GDPR.

Ha atane BHeapeHus NN-moaenu B 3KcnayaTauuio puanYeckne 06s3aHHOCTU onepaTopa 1 npo-
Baiifiepa CylecTBEHHO YxecTouatoTcs. Ecnn mogenb ncnonb3yetcs ANA NPUHATUA PelleHni, 3aTpa-
rMBAIOWMX NpaBa W 3aKOHHble NHTEPEeChl U3Mueckux nuu, NpumeHseTcs cratba 22 GDPR 06 aBTo-
MaTU3MPOBAHHOM MPUHATAN PELleHUi, NpefycMaTpuBatoLas npaBo Cy6bekTa Ha BMELIaTeNbCTBO
(nepecmoTp peleHns YenoBeKOM), OCIapUBAHNE PELieHns 1 NonyYeHue 06bACHEHNI OTHOCUTENbHO
noruku 06paboTkn™e, 3T TpeboBaHNA KOPPECNOHAMPYIOT CO CTaTbell 14 AkTa 06 U, 3aKpennsioLei
MPUHLKN YenoBeyeckoro Haa3opa (human oversight)“’9, a Takke o cTatben 13 GDPR, ycTaHaBNuBa-
foueit 0693aHHOCTb MHGOPMMPOBATD O LieNsX 06pabOoTKM, NOFUKE NPUHATUA PELLIEHNI 1 BO3MOMXHbIX
nocneacTBUAX Ans cy6bekToB faHHbIX™,

B 3TOM KOHTEKCTe 0C060€e 3HaueHne NpuobpeTaeT KOHLENLMA Tak Ha3biBaeMOro nakera npo-
3pauHocTu®™. Mop HUM B MpaKTUKe npumeHeHns AkTa 06 WU noHumaetca nepefaua no BCel Le-
NoYKe BHeAPEHUs U 3KCMAyaTaLui UCUYEpnbIBALLEr0 HAbopa MaTepuanos: PYKOBOACTB MOMb-
30BaTeNsl, TEXHUMUECKOr0 OMMCaHUA, OTYETOB O TeCTUPOBAHMU, OrpaHUUYEHU TMPUMEHUMOCTH,
YCNOBUA KOPPEKTHOTO WUCMONb30BaHUA 1 CLEHapUeB, NpyU KOTOPbIX CUCTEMA MOXET C03[aBaTb
NOBbIWEHHbIE PUCKW. TIYHKT 27 npeambynbl k AkTy 06 Ul noguepkuBaeT, uTo BCe NULQ, y4acTBy-
fowue B NPOEKTMPOBAHNN, UHTErPALMMA U IKCMAYATALUM CUCTEMDI, AOMKHDI BbITb OCBEAOMEHDI
0 €e XapaKTepuCTMKax, BO3MOXHOCTAX U puckax™. B cBot ouepenb GDPR B CT. 12-14 gononHseTt
3T0 Tpe60oBaHWeM NPO3PAYHOCTM B OTHOLEHMN 06PABOTKIU NePCOHANbHBIX JAHHBIX U AOCTYMHOCTH
uHdopmauuu ans cy6bEKTOB, BKIKOUAA CBeAeHMS 06 X npaBax, 0CHOBAHMAX 06paboTKN N Mexa-
HU3MaxX UX peanusayumn™,

MoHuTOpUHT nocne BHeapenns (post-market monitoring) 3akpenneH B 0601X HOPMATUBHbIX
akTtax. Cratbu 33-34 GDPR 063bIBalOT KOHTPONEpPa Co06WaTh 0 HApyWeHUsX 6e30nacHoOCTI nep-
COHaNbHbBIX IAHHbIX B HAAA30PHBIA OpraH U NpU He0BX0AUMOCTM UH(OPMUPOBATL CYOLEKTOB AaH-
HbIX'™, a TaKke obecneuynBaTb peanu3auuio npasa Ha ctupauue (right to erasure) (ct. 17 GDPR)™,
CraTby 61-62 Akta 06 WU, B CBOKO Ouepenb, TPeOYIOT OT NpPoBailepa PerucTpupoBaThb Cepbe3Hble
WHLMAEHTDI, NOAAEPKMBATb CUCTEMY MOCTPLIHOYHOFO MOHWUTOPUHIA M (IUMKCUPOBATb Pe3ynbraThbl

%6 General Data Protection Regulation, 2016 0.). (L 119) 41.

W Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 57.

“8  General Data Protection Regulation, 2016 0.). (L 119) 46.

w0  Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 60-61.

0 General Data Protection Regulation, 2016 0.J. (L 119) 40-41.

' Transparency pack — cOBOKyMHOCTb JJOKYMEHTOB 1 CBE/IEHNIA O CUCTeMe.
®  Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 8.

' General Data Protection Regulation, 2016 0.). (L 119) 39-41.

s |bid. at 52-53.

5 |bid. at 43-44.

CTATBU 25



Digital Law Journal. 2025
Artem A. Olifirenko / Using Personal Data in Al Model Training under EU Law

B TEXHNUECKOW JOKYMEHTaLMK'™®, DopMupyeTca NpaBoBas CUMMETPUSA: 06e CUCTEMbI PErynnpoBaHus
NCXOAAT U3 06A3aHHOCTU NOCTOAHHOMO KOHTPONSA, PErynspHOI KOPPEKTUPOBKN U JOKYMEHTUPOBAH-
HOr0 NOATBEPXIEHNA COOTBETCTBUA.

OTaenbHbIA NPOBIEMHbIV BNIOK CBA3aH C NPUHLMNOM LIeNeBoro orpaHnuenus (purpose limitation).
B cootsetctaum co ct. 5(1)(b) GDPR nepcoHanbHble AaHHbIE MOTYT UCMONb30BATbCA TONMbKO ANA KOH-
KPETHbIX, 3apaHee ONnpeeneHHbIX U 3aKOHHbBIX LieNei 1 He NoANeXaT AanbHeillern 06paboTke cnoco-
6OM, HECOBMECTUMbIM C 3TUMM Lensmu'™. JlorMka KoMmepueckoro ucnonb3osaHus UA-mopenei,
HanNpoTWB, Npeanonaraer paclmpexne cep NPUMeHeHUA: MOEeNb, N3HAUYANbHO 06yYeHHas Ans oa-
HOIA 3aaaum (Hanpumep, BHYTPEHHEro PUCK-aHan3a), BNOCNeACTBUI afanTUpPYeTca AN UHbIX (YHK-
LN UNKU BCTPAUBAETCA B HOBble BU3HEC-NpoLecchl. Takoe paclimupeHne Lenu' oueBUaHO NpoTUBO-
peuunT KOHCTPYKLMM LIeNeBoro orpaHuyeHus.

QNS 4acTUYHOrO pa3pelleHns 3TOW KONAW3WUK eBPOMelickoe NpaBo NpeaycMaTpuBaeT CreLu-
anbHbIA PeXUM Mccnenosatenbckon eporauuu (research derogation). Cratba 89 GDPR fonyckaet
1CNONb30BaHME MEPCOHANbHBIX JAHHBIX B HAYYHbIX U UCCIEA0BATENbCKUX LENAX npu ycrnosuu Jo-
NOMHUTENbHBIX FAPAHTUIA: NCEBAOHMMU3ALN, OFPaHNYEHNS OCTYNA, CTPOFOro JOKYMEHTUPOBaHNUS
uccnenoBaTenbekux Leneid u npoueayp™. MyHKT 159 npeam6ynbl K GDPR NpsaMo OTHOCUT 0byueHue
11 TECTUPOBAHME anropuTMOB K chepe HayuHOro M TEXHONOTMYECKOro Pa3BUTHSA, NPK 3TOM NopYep-
KMBas, UTO TakOW PEXUM [ONYCTUM, MOKA pe3ynbTaTbl HE UCMOMb3YIOTCA B OTHOLIEHUM KOHKPETHbIX
Cy6bEeKTOB B KOHTEKCTE OKAa3aHMA YCNYr UM NPUHATUSA PelleHni’®, Ha 3Ton cTagun nepBuyuHa UMeH-
HO UCCnefoBaTenbckas Lefb, a He KOMMepUecKas 3KCnyartalums.

Cratba 2 AkTa 06 UW orpaHnumuBaet cepy AelCTBUA pernameHTa CUCTEMaMi, KOTOpbIe pa3me-
WAKTCA HA PbIHKe Unu BBOAATCA B 3Kkcnnyatauuio (placing on the market / putting into service)'.
COOTBETCTBEHHO, CYry60 MCCnenoBaTeNbCkuin 3Tan pa3paboTki U BHYTPEHHEro TecTuposaHus WUN-
Mofienel, Koraa CUcTeMa He MpeanaraeTcs Ha pbiHKe W He UCMOMb3YeTCs AN MPUHATUS pelleHui
B OTHOLIEHNN BHEWHUX NOMb30BaTeNEH, HAaNpPAMYIO He nognafaeT nog aencraue Akta 06 NN u pery-
NUPYETC UCKNIoUMTeNbHO GDPR. Ha 3TOM 3Tane NpUMeHUM PEXMM UCCenoBaTeNnbCckom feporauum,
HECKO/bKO CMArYalowWnit TPe6OBaHUA NPY YCNOBUM CTPOrUX AOMONHUTENbHBIX rapaHTUil (OrpaHuye-
HUe [0CTYNa, NCeBAOHNMU3ALMNA, MUHUMU3ALMA U T.0.).

CuTyauma NpUHLMNMANBHO MEHAETCA B MOMEHT BbIBOJiA MOZENU Ha PbIHOK™? N1 ee BBOAA B IKC-
nayataLuio BO BHelHeM KOHType. C 3T0ro MOMeHTa Ans pa3paboTunka/npoBaiepa BO3HUKAET
KOMMNEKC HOBbIX 00513aTeNbCTB.

Bo-nepBbix, HE06X0AUMO NEPeCMOTPETb MPABOBOE OCHOBAHWE 06PAbOTKN [aHHbIX B COOTBET-
CTBMM €O CT. 6 GDPR', Ecnu Ha nccnegoBaTtenbCkom 3Tane 06paboTka onupanach Ha UCKAKYeHne
AN HayuHblx uenei (research basis) (B couetanuu co ct. 89 GDPR)'™, TO Npu KOMMEpPYECKOM WC-
nonb30BaHMM TpebyeTca NHoe 0CHOBaHMe: cornacue cybbekta (consent) (cT. 6(1)(a)), HeobxoanMoCTb

6 Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 94-95. Cm. Take COOTBETCTBYIOWME NpunoxeHns K AkTy: bid., annexes 1V,
V, 0. (L 2024/1689) 130-132.

% General Data Protection Regulation, 2016 0.J. (L 119) 35.

8 Purpose creep — NOCTeNeHHbIN BbIXOZ 33 UCXOAHbIE Lieni 06paboTKu.

% |bid. at 84-85.

0 |bid. at 30.

6 |bid. at 45-46.

' |ImeeTcs BBMAY NepBoe NpenocTasienue cuctembl Ha poinke EC (“placing on the market”).

% Intended purpose — 3anpoeKkTMpOBaHHasA 06MaCTb 1 YCIOBUS UCNONb30BaHus U-cuctembl.

6 |bid. at 36-37.
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06paboTKM AN UCONHEHMA 10rOBOPA C CyGHEKTOM AAHHBIX (MM NPUHATMA MeP A0 3aKNIoUeHWs 10-
rosopa no ero 3anpocy) (performance of a contract) (ct. 6(1)(b))'®, BbINONHEHUe PUANUECKON 068-
3aHHOCTH, NY6NNUHBIA MHTEPEC NN 3aKOHHbIA nHTepec onepartopa (legitimate interests) (cT. 6(1)(f))
Npu BbINOMHEHMM TecTa 6anaHca UHTepecos™.

Bo-BTOpbIX, B cuny CT. 27 AkTa 06 U 1 npunoxeHnus IV k Hemy pa3pa6oTunk/npoBaiiaep 06s3aH
06HOBUTb OMUCaHME Lenen 3KCnnyaralun, 061acTeil NPUMEHEHNs U OrpaHNYeHni CUCTeMbI U 3a-
(hUKCUPOBATb MX B HOPMATUBHOM M TEXHUUYECKON AOKYMEHTaLMK'™. 3TN CBeieHUA CTAHOBATCA YACTbIO
nacnopta N-cuctembl, ee TEXHUUECKOI JOKYMEHTALMM, KOTOPAA JOMKHA BKOUATb ONMcaHue npep-
Ha3HAUYeHHOW LieNu, LLeneBo Cpefbl, KAaTeropuit Nonb3oBaTener, OrPaHNUEHN U KNIOUEBbIX PUCKOB.

B-TpeTbux, 0693aTeNbHOM CTAHOBUTCA MOBTOPHAsA OLIEHKA BO3EWCTBUSA HA 3alLUTy AaHHbIX (06-
HoBNeHHas DPIA no cT. 35 GDPR)'®. Tepexo/ 0T UCCNEA0BATENbCKOTO PEXMMA K KOMMEPUECKOM IKC-
nyataLum M3MeHSET XxapakTep 06paboTKu, MacluTab BO3AENCTBIUA U 3a4aCTyI0 KaTeropuu Cy6beKToBs.
KoHTponep 06s13aH nepecMoTpeTb NepeyeHb pUCKOB, 06HOBUTb NepeyeHb Mep 3aluTbl U 3admKcu-
poBaTb U3MEHEHHbII YPOBEHb OCTAaTOUHOIO PUCKA.

B-ueTBepTbIX, MpU HANMUMKU CEPbE3HbIX PUCKOB ANA (YHAAMEHTANbHbIX NMpaB W CBO6GOA
(no Xaptuu EC 06 0CHOBHbIX MpaBax™®) BO3HMKAET HEO6XOAMMOCTb NPOBEAEHUS OTAENbHO OLEHKN
BO3[€/CTBUA Ha OCHOBHble npaBa (FRIA). OHa NPOBOANTCA Kak AOMONHeH!e K DPIA npumeHuUTeNb-
HO K BblcOKOpUcKoBbIM -cuctemam, nognagatolmm nog npunoxenue I k Al Act (Mantelero, 2024,
p. 17; Malgieri & Santos, 2025, p. 69).

B pe3ynbtate hopmupyeTcs ABYXCTyNeHYaTas MOAeNb perynMpoBaHus 06yueHns 1 Cnonb3osa-
Hus UN-moneneit. Ha cTapum pa3paboTku U BHYTPEHHEro TeCTUPOBAHNS AeCTBYET UCCNefoBaTeNb-
CKWIA pexum cornacHo GDPR (n. 159 npeambynbl 1 CT. 89)™, foNyCKAOLMI AeporaLuio Npu YCoBum
AONONHUTENbHbIX FAPAHTUI U OTCYTCTBUS BHELWHETO BO3AENCTBIUA HA Cy6bekToB. C MOMEHTA BblBOAA
NPOAYKTA HA PbIHOK UM BBOAA B IKCM/yaTaLLMI0 aKTUBMPYETCS MOMHbIA KOMNAEKC 06513aTenbeTB of-
HoBpeMeHHO No GDPR v AkTy 06 . DaKkTUueckunit MOMeHT BbIBOAA CUCTEMbI HA PbIHOK CTAHOBUTCS
I0PUANYECKON TOUKON OTCUETA CMEHbI PEXIMA: MMEHHO C 3TOrO BpeMeHNn pa3paboTumk 06s3aH nepe-
CMOTPETb NPaBoBble 0CHOBAHUA 06PabOTKM, 06HOBUTb TEXHUUECKYIO U MPABOBYIO JOKYMEHTaLMIO,
BCTPOUTb CUCTEMY NOCTPbIHOYHOTO MOHUTOPUHTA, YCUANTD MEpbI 3aLLMTbl JAHHbIX U NPaB CyObeKToB
1 Npn HeobXxoaMMOCTY NpoBecTn Kak DPIA, Tak u FRIA.

3akntoyenue

MpoBeaeHHbI aHaNM3 NO3BONAET YTBEPHAATb, UTO 3Tan 06yueHus WU-mopenen BbiCTynaet
He TONbKO TEeXHONOTUYECKW, HO W HPUAMYECKN 3HAUMMON (ha30i XM3HEHHOro Lukna UK-cuctem.
VIMEHHO Ha 3TOW CTafuUM KOHLEHTPUPYIOTCA KtoueBble 06s3aHHOCTM No GDPR u ATy 06 UW, cBA3aH-
Hble C BbIGOPOM Lienu 1 NPaBOBOr0 OCHOBAHWA 06pabOoTKK, yNpaBneHNeM KauecTBOM U penpeseH-
TaTMBHOCTBIO JAHHbIX, MUHUMU3ALMENA 1 OLEHKOM PUCKOB ANS (hyHAAMEHTANbHbIX NpaB. Cneundmka
06yualowiero tana NpoABNSETCA B COYETAHMM MACWITAOHON 06PABOTKM AaHHBIX, CTAaTUCTMYECKOTO
000061LEHNS 1 BbICOKMX PUCKOB NPO(MAMPOBAHMS, AUCKPUMUHALNN U CHIDKEHWS NPO3PAYHOCTU.

6 |bid. at 36.

% |bid. at 84-85.

W Artificial Intelligence Act, 2024, 0.). (L 2024/1689) 69-70, 130-131.

%8 General Data Protection Regulation, 2016 0.J. (L 119) 53-54.

% Charter of Fundamental Rights of the European Union, 2012 0.. (C 326) 391.
" General Data Protection Regulation, 2016 0.). (L 119) 30, 84-85.
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OZHOBPEMEHHO OTCYTCTBUE YHU(ULMPOBAHHBIX METOANUECKUX PA3bACHEHUA HA YPOBHE WHCTUTY-
108 EC (EBpOneickoi komuccuu, EBpONeidckoro ynpasneHus no UCKYCCTBEHHOMY UHTENNEKTY, Hag-
30pHbIX OPraHOB MO 3aWyTe AaHHbIX) 06YCNOBAMBAET NPABONPUMEHUTENbHYIO HEOMPEAeNeHHOCTb
1 pacxoxaeHne B HaLNOoHaNbHbIX NOAXOAAX.

C yueTom BbISIBNEHHbIX NPOTUBOPEUUA W Pa3HOHANPABNEHHbIX PEerynsTOPHbIX BEKTOPOB
npeanaraeTca NpuUKNagHas Mofenb NoBefeHWs pa3paboTuMKoB U ONepaTopoB, NOCTPOEHHas
no noruke «R&D -> Market» («OT UCCNEA0BATENbCKON CTAANUN K CTAZUN PbIHOYHOTO BHEAPEHMUAY).
CyTb MOJENU COCTOUT B TOM, UTO 06yueHNe paccMaTpUBAETCS KaK CaMOCTOATENbHbBIA IOPUANYECKN
3HAQUNUMbI NPOLECC B paMKax 06Lero XU3HeHHoro uukna N-cuctemol, ANs KOTOPOro YCTaHABAM-
BAeTCsA NOPOr Nepexofa oT UCCNef0BaTeNbCKON AeporaLui no ct. 89 GDPR K NONHOMY pexumy AKTa
06 UW. Takass KOHCTPYKLMA He NpeTeHAyeT Ha eUHCTBEHHO BO3MOXHOE pelleHue: B JOKTPUHE
06CYXAAIOTCA U BONee MeCcTKUe NoAxodbl, NCXOAsALLME N3 HE0HXOAMMOCTY U3HAYAMBHO NPUMEHATD
K 06yualoWwmm npoLesypam Becb KOMnnekc Tpe6osaHuii Akta 06 U, u, HanpoTus, 6onee msarkme
no3nuuu, hakTuueckn CeoAsLLAe peryninpoBaHue obyueHns K o6LwmuM HopMaM 0 HayuHoW 06pa-
60TKe AaHHbIX. Mpeanaraemas MoAenb 3aHUMAET NPOMEXYTOUHYIO MO3NULMI0, YBA3bIBAS MOMEHT
BbIBOfIA CUCTEMbI HAa PbIHOK C YCUNEHNeM PerynaTopHoro pexuma u gopmanusalmuein 0653aHHO-
CTeli N0 060MM aKTam.

B pamkax JaHHON Mogenu pa3paboTumk (unm cBA3ka «pa3paboTunk — NpoBaiaep») BbiCTpanBa-
€T [IOKYMEHTALMOHHYI0 U OPraHU3aLMoHHYI0 CTPYKTYPY, BKOUAIOLYI0 OnpeaeneHne u ukcaumio
Lenu 06paboTku 1 NpaBoBOro 0CHoBaHuA (CT. 5, 6 GDPR); NPaBOBYI0 1 TEXHUUECKYIO IKCNEPTU3Y
obyuatowmx Bbi6opok (data governance 8 cmbicne ct. 10 Akta 06 WIA); npeanouTutenbHoe Ucnonb-
30BaHNe aHOHMMMW3MPOBAHHbIX, arperupoBaHHbIX W CUHTETUYECKMX [AHHbIX Tam, rae 310 Aony-
CTUMO 6€3 ywepba ANs CTaTUCTUYECKOTO KauecTBa; NPOBeJEHNe OLEHKIN BO3AENCTBUS HA 3aLuTy
AaHHbix (DPIA) B cyuasx BbICOKOrO pucka (cT. 35 GDPR); BeneHue BHYTPEHHe OTYETHOCTH U XKyp-
HanoB onepawuit; cobniofeHne Tpe6OBaHUIA NPOCEXNBAEMOCTH, YCTONUMBOCTM U NOJOTUETHOCTH,
3aKpenneHHbix B AkTe 06 U, BKNOUaA TEXHUYECKYIO JOKYMEHTALMI0 U NPOTOKONbI TECTUPOBAHUS.
C NpaKTMUeCcKoW TOUKM 3peHIs 3Ta MoAeNb NpeBpaLLlaeT Habop pa3po3HeHHbIX 06s13aHHOCTeN B No-
cnefoBaTeNbHY0 AOPOXHYIO KAPTY ANA KOPNOPATUBHOIO KOMMNNAEHCa, HO OfiHOBPEMEHHO NOBbILLAET
Harpysky Ha Cy6bekTbl, NUWEHHbIE 3penblx NPoLeayp YNpaBneHNUs pPUCKamu, UTO yxe CErogHs fiB-
NSIETCA NPeAMETOM KPUTUKI CO CTOPOHBI NPeCTaBUTeNeid Manoro 1 cpefHero 6usHeca.

3HaueHne mogenn «R&D - Market» cocTOUT B TOM, UTO OHA NMpeAnaraeT onepauuoHann3npo-
BAHHYIO CXeMy COrnMacoBaHHOro NPUMEeHEeHUs BYX NapannenbHbiX PeXMMOB: FOPU3OHTANbHbIX Tpe-
60oBaHN GDPR k 06paboTke NepcoHanbHbIX AaHHbIX U BEPTUKANbHbIX Tpe6oBaHuiA AkTa 06 N K Bbi-
COKOpUCKOBbIM UN-cucTemam. Mpu Hagnexallen MMnaemMeHTaL I Takas cxema no3BoNsET He TONbKO
thopmanbHo cobntopath cT. 5, 6, 9, 25, 30, 35 GDPR u cT. 10, 11, 69 AkTa 06 UMW, HO 1 BbICTpanBaTh
A0KA3yeMyI0 TMHUNI0 NOBEJEHNS Ha CNyyail PerynaTopHOro 3anpoca uim cyae6Horo cnopa. Bmecte
C TeM OCTAEeTCA OTKPbITbIM BOMPOC 0 CTAaHAAPTM3ALMN NOJO6HBIX MOAENeN: NOKA peub MAET 0 JOKTPU-
HaNbHOI KOHCTPYKLMMN, @ He O 3aKPenNeHHOM PerynsTopom 3TanoHe, OT KOMMAHUIA TpebyeTcs camo-
CTOATeNbHAA afianTaLmsa NPeanoXeHHOro NoAxXoAa K 0TPACIeBbIM U HALMOHANbHbIM 0COBEHHOCTAM.

OTaeNnbHbIM 371eMEHTOM NpeaaraeMon MoAenu BbICTyNaeT TeCT HEBO3MOXHOCTY anbTepHaTUBbI
npu pa6oTe €O CNeLnanbHbIMI KAaTeropusMU AaHHbIX, NCMONb3YeMbIMIA ANS YCTPAHEHNS CMEeLLeHNi
B 06yueHuu (ct. 10(5) Akta 06 N B couetaHmim co cT. 9 GDPR). Copiepwanue Tecta CBOAMUTCA K HeobXoau-
MOCTI JOKYMEHTaNbHO 060CHOBATD, UTO NPUB/EUEHME YYBCTBUTENbHBIX NPU3HAKOB (Hanpumep, 3T-
HUYECKOW NPUHAANEKHOCTI MW COCTOAHNUA 300POBbA) ABNAETCA EAUHCTBEHHO HEO6XOANMbIM U NPO-
MOPLMOHANBbHBIM CMOCOBOM [OCTMXEHMUS 3aABNEHHOW MCCNeA0BaTeNbCKOM UM IKCMYATALMOHHON
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LLeNu 1 YTO CONOCTaBUMOrO YPOBHSA HEJUCKPUMUHALMMN UM TOUHOCTU HENb3A JOCTUYb NYTEM UCTONb-
30BaHNS CUHTETUUYECKUX, aHOHMMU3MPOBAHHDBIX UMM MeHee UHBA3WBHbIX AaHHbIX. Takoll nogxop OT-
paxaet 6onee pecTpukTMBHOE npouteHue ct. 10(5) Akta 06 11, orpaHnunBaioliee cepy npumene-
HUSA UCKIIOUEHWS, U TEM CaMbIM CHIXAET PUCK NPU3HaHMS 06pabOTKI Hecopa3MepHOIA NPK NpoBepKe
HA30pHbIM OPraHOM MK CYLOM.

B coBOKYNHOCTM pe3ynbTaTbl MCCiea0BaHus NO3BONSAKT kBanuduumposarb 0byuenue A-moaenn
KaK 0pUAMYECKN 3HAUNMbII 3Tan, OT KauecTBa NPaBOBOrO CONPOBOXAEHNA KOTOPOrO 3aBUCUT COOT-
BeTcTBUE BCeil NUN-cuctembl TpeboBaHuam GDPR n AkTa 06 NI, BmecTe ¢ TeM npeanoxeHHas Moaenb
HOCUT XapaKTep KOHLENTYaNbHOro NpeaioxeHus U AoMKHA paccMaTpuBaTbCa Kak 0CHOBA A1 Aanb-
Henwen JOKTPMHANBHOW AUCKYCCUN 1 NOCNeayioLLei PerynsaTOpHON KOHKPETU3aLuK, Npexe BCero
uepes pa3bAcHeHus EBpomneiickon Komuccun, EBPoOneiickoro ynpaBneHus No UCKYCCTBEHHOMY WH-
TennekTy u EBPONencKoro coBeta no 3alute AaHHbIX.
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